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1 Overview

Ahsay™ Offsite Backup Server (AhsayOBS) is the central core server that
accepts and handles backup data from multiple backup clients simultaneously.
Backup clients, Ahsay™ Online Backup Manager (AhsayOBM) and Ahsay™ A-
Click Backup (AhsayACB) cannot backup data if the core server is being
interrupted by service restart or temporarily network disconnection.

The High Availability Setup Option offers the solution to eliminate the single
point of failure. AhsayOBS High Availability Option can be achieved by using
the Failover Clustering feature on Microsoft Windows Server 2008 / Red Hat
Enterprise Linux 5 Advance Platform and selective hardware.

This setup guide will focus on setting up AhsayOBS on a Two-Node Failover

Cluster that comprises of 2 Dell PowerEdge R710 Servers with 1 Dell
PowerVault MD3000 disk array system. The cluster can be expanded
according to the system scale.

1.1 Conventions

Convention

Descriptions

Example

Bold

Important Information

Important:

Please do not activate
the license before
AhsayOBS is configured
as a generic service in
windows 2008.

Italic Folder Path or File Path C:\Program Files\AhsayOBS
1 Graphical Interface Elements [Manage Log]

%% Filepath in Windows format % 0OBSR_HOME%

$ Filepath in Linux format $OBSR_HOME

Italic Command mkdir Zusr/local/obs

Notation that are used specifically for APl section:

Convention

Descriptions

Angle brackets <Text>

Required parameter

Square brackets [Text]

Optional parameter

Braces {Text}

Set of required value; select one

Ahsay Systems Corporation Limited
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Vertical bar (])

Separator for mutually exclusive items; select one

Ellipsis (...)

Repeat-able values

1.2 Definitions, Acronyms and Abbreviations

Term/Abbreviation

Definition

AhsayOBS

Ahsay™ Offsite Backup Server

AhsayRDR Ahsay™ Redirector Server

AhsayOBM Ahsay™ Online Backup Manager

AhsayACB Ahsay™ A-Click Backup

OBSR_HOME The install location of AhsayOBS & AhsayRPS

Windows
C:\Program Files\AhsayOBS and AhsayRPS

Linux
/usr/local/obs/

OBSR_HOME_BAK

The backup location of AhsayOBS & AhsayRPS

Windows
C:\Program Files\AhsayOBS and AhsayRPS.bak\

Linux
/usr/local/obs.bak/

USER_HOMES

Directory where backup accounts Are stored

SYSTEM_HOME

The directory where AhsayOBS and AhsayRPS store
its system information.

Windows
%0BSR_HOME%\system\

Linux
$OBSR_HOME\system\

TCP/IP

Transmission Control Protocol / Internet Protocol.

Client Access Point

The IP assign for a generic service in a cluster setup.

AP

This is the abbreviation of Advance Platform

Ahsay Systems Corporation Limited 2
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1.3 System Requirements

To setup the AhsayOBS with High Availability option, please ensure the
following requirements are met:

Hardware
1. At least 2 servers that meet our recommended hardware configuration.

Please refer to FAQ: Ahsay Software Compatibility List (SCL) for version
6.3 or above (2323) for further details.

2. At least one Disk Array System designed for cluster operation.
Software

1. The same version of operating system is installed on all servers involved
in the HA setup. Please use one of the following OS for the HA Setup:

*  Windows Server 2008 Enterprise / Datacenter Edition
* Windows Server 2008 R2 Enterprise / Datacenter Edition
* Red Hat Enterprise Linux 5.3 Advance Platform

2. The AhsayOBS License key used in the HA setup must have the HA
server add-on module enabled.

1.4 High Availability

High Availability is a system design approach to minimize the downtime
during a system breakdown. To provide high availability web services,
failover cluster is the most common setup.

1.4.1 Failover Cluster Concepts

Failover cluster is also known as high availability cluster. It is an
implementation of computer cluster that is designed primarily for providing
high availability service. This involves redundant hardware and software, e.g.
computers and storage system. With a failover cluster, the service downtime
will be minimized when a breakdown occurs. This is because the cluster is
able to detect the breakdown automatically and restart the service on
another redundant computer.

In a failover cluster setup, each computer involved is called a node and
usually they are all connected with a private network connection, known as
heartbeat. This private network connection is used to monitor the health and
status of each node.

There are different failover cluster sizes and the most common one is a Two-
Node Failover Cluster. This is because it requires the minimum resource to
build.

Ahsay Systems Corporation Limited 3
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The Two-Node Failover Cluster consists of two servers and usually it is
connected to a shared storage. There are two main type of model for Two-
Node Failover Cluster configuration:

Active/Active Clustering Configuration

Each node is running its own service while providing failover capabilities for
resource of the other node.

Internet

( Ethemet D

Main Server for Service A
Standby Server for Service B

Main Server for Senvice B
Standby Server for Service A

Shared Storage

Failover Cluster

Ahsay Systems Corporation Limited 4
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Active/Passive Clustering Configuration

Only one node provides the service while the other is only brought online
when the primary node fails.

Internet

( Efhémet )

Main Server for Service & Standby Server for Service &

Shared Storage

Failover Cluster
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1.4.2 Failover Clustering in Windows Server 2008

The Failover Clustering feature of Windows Server 2008 is used to setup and
manage the behavior of the failover cluster. It is an add-on feature available
in Windows Server 2008 Enterprise Edition or Datacenter Edition.

The following are some technical terms related to Failover Clustering:

Quorum

In Windows 2008, the quorum of the cluster is the number of elements that
must be online for the cluster to work properly. Under normal circumstances,
this information should be accessible to all nodes in the cluster.

Generic Service

This is a type of service that is run on the cluster node and it is managed by
the cluster software. The cluster software will start the service on one of the
nodes in the cluster, and check the status of the service periodically to
determine whether the service appears to be running.

The generic service is comprised three major components, e.g. IP address,
storage and the service itself.

During a failover, those resources will be detached from the original node and
reattach to the destination node, which will then bring the service online with
exactly the same set of resources.

Failover

Failover occurs when the current service node is down and the cluster
software will choose another available node to continue providing the generic

service.

Service Node

Service Node is the node in the cluster which is providing the generic service.

A node can become the service node (e.g. run a generic service) if it
possesses all its associate resources, therefore the possible owner of a
generic service is one that can satisfy this condition. For example, consider
the below dependency diagram:

Ahsay Systems Corporation Limited 6
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oy = .
N & > f.d:. > i‘
Generic Service And Metwark Mame IP Address
Model_0OBSR Mame: Mode1_0BSR IP Address: 10.4.0.7
T

Phyzical Disk
MHodel Data

Node 1 is a possible owner of Generic Service Nodel_OBSR if it is a possible
owner of all elements in the diagram.

Before a generic service is able to failover to a node, it must first satisfy two
conditions:

1. The Node must be a possible owner of the generic service.

2. The service must be registered at the node.

Two-Node Clustering

Two-Node Clustering Model (also known as Node and Disk Majority Model) is
one of the available cluster models in Windows Server 2008. This model
requires at least 2 nodes and 1 shared quorum. It can run properly under one
of the following conditions:

* The shared quorum is available but half of the nodes are down.
* The shared quorum is not available with over half of the nodes are
available.

Ahsay Systems Corporation Limited 7
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1.4.3 Failover Clustering in Red Hat Enterprise Linux 5 AP

The Red Hat Cluster Suite of Red Hat Enterprise Linux 5 AP is used to setup
and manage the behavior of the failover cluster. It is an advance feature
available in Red Hat Enterprise Linux 5 Advance Platform Edition. This setup
is only recommended for experienced users in Linux platform.

The following are some technical terms related to the Red Hat Cluster Suite:
cluster.conf

The cluster.conf contains the cluster configuration per-clustered Node, this
configuration is placed under /etc/cluster folder of every Node. User should
NOT configure this file manually unless instructed. Red Hat has provided a
graphical interface in modifying the cluster configuration, such that any
changes will be propagated to all cluster nodes automatically.

Conga

Conga is a web base cluster administrative tools provided by Red Hat, it is an
integrated set of software components that provides centralized configuration
and management of clusters and storage. It operates on a server/agent
model, where the server is known as luci and agent known as ricci. Luci
communicates to the client agent on nodes to obtain information and
manages its cluster configurations.

CMAN

CMAN is the abbreviation for Cluster Manager, it is distributed across all
nodes in the cluster. CMAN manages the cluster quorum and cluster
membership, in another words it determines whether the node is “alive” and
whether the node is a member of the cluster.

Quorum

In Red Hat Cluster Suite, the quorum of the cluster is the number of votes
CMAN must have for the node to be granted membership, it is usually (n/2 +
1).

High Availability Service

A high availability service is a service that runs on the cluster node and is
managed by the high availability service manager (rgmanager). rgmanager
will start the service on one of the nodes in the cluster, and check the status
of the service periodically to determine whether the service appears to be
running.

The high availability service is comprised numbers cluster resources, e.g. IP
address, storage or an application initialization script.

Ahsay Systems Corporation Limited 8
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During a failover, those resources will be “detached” from the original node
and “reattach” to the destination node, which will then bring the service
online with exactly the same set of resources.

Failover
Failover occurs when the current service node is down and the cluster
software will choose another available node to continue providing the High

availability service.

Two-Node Clustering

Two-Node Clustering is a special occasion, since to become quorum at least 1
vote is required, which is not practical. In order for a two-node cluster to
operate, it requires a shared quorum. It can run properly under one of the
following conditions:

* The shared quorum is available but half of the nodes are down.
* The shared quorum is not available with over half of the nodes are
available.

Ahsay Systems Corporation Limited 9
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1.5 High Availability AhsayOBS

To provide a high availability AhsayOBS, the AhsayOBS should be configured
as a generic service in a Windows 2008 Failover Cluster or a high availability
service in Red Hat Cluster Suite.

The backup data must be stored in a disk array system with data protection
feature.

With this configuration, the AhsayOBS service and all its required resources
will be moved to another available node when the service node is down, and
hence, the disruption to the backup service is minimized.

1.5.1 Important Notes

Please ensure that the following requirements are met before setting up
AhsayOBS High Availability:

Windows Server 2008

1. All cluster nodes must belong to a common domain. For best practice,
the domain controllers should not be used as clusters nodes.

2. All cluster nodes are on the same edition of Windows 2008 / 2008 R2.
3. A minimum of 2 nodes are required.

4. For Active / Active configuration, please ensure that each node can
sustain the load of running two instances of AhsayOBS.

5. Each AhsayOBS instance must hold a valid license with High Availability
server add-on module enabled.

Important:
Please do not activate the license before AhsayOBS is configured as a
generic service in windows 2008.

Red Hat Enterprise Linux 5 AP

1. All cluster nodes are on the same edition of Red Hat Enterprise Linux 5
AP.

2.  All cluster nodes are using the same version of Red Hat Cluster Suite
components.

3. A minimum of 2 nodes are required.

4. For Active / Active configuration, please ensure that each node can
sustain the load of running two instances of AhsayOBS.

Ahsay Systems Corporation Limited 10
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5. Each AhsayOBS instance must hold a valid license with High Availability
server add-on module enabled.

Important:
Please do not activate the license before AhsayOBS is configured as a
high-availability service in Red Hat Enterprise Linux.

1.5.2 HA Scenario on Windows Platform

The following scenario is used as an example to explain the steps required to
configure High Availability AhsayOBS on the Windows platform.

In this example, we are going to setup an Active / Active Two-Node Failover
Cluster with two Dell PowerEdge R710 Servers with a shared Dell PowerVault
MD3000 Disk Array System.

A diagram about the planned setup of this scenario is shown below:

Failover Cluster ( )
-~ -~
)
i l;‘,-j Windows server 2008 r'l;f'.'} Windows server 2008

- N :l Heartbeat connection
failover duster | =———0| el ,]—-———-—-E‘_‘_‘——T, | el | failover duster
management — management

R710 Server (Node1) R710 Server (Node2)

HBAs HBAs

Storage Controller Storage Controller

G

IMD3000 disk array

Wirlual disk A Virtual disk B Virtual disk C

{quorum disk)

'\
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The information of the 2 servers is listed below:

Server 1 Server 2
Computer Name Nodel Node2
IP Address 10.4.0.4 10.4.0.5

Cluster Name

HA_Clustering

Cluster IP Address

10.4.0.6

The information of AhsayOBS installed on both nodes:

Server Service IP Installation Location Ports Used
Nodel 0.0.0.0 G:\AhsayOBS and AhsayRPS | 80, 443 & 8014
Node2 0.0.0.0 H:\AhsayOBS and AhsayRPS 70, 8443 & 8015

The information of generic services of the cluster is listed below:

Generic Service 1 Generic Service 2
Generic Service Name | NodelOBSR Node20OBSR
Service IP Address 10.4.0.7 10.4.0.8

Note:

In this documentation, the cluster nodes are installed on domain controllers
for testing purposes. However, in product environment the domain controllers
should never be used as cluster nodes.

Ahsay Systems Corporation Limited
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1.5.3 HA Scenario on Linux Platform

The following scenario is used as an example to explain the steps required to
configure High Availability AhsayOBS on the Linux platform.

In this example, we are going to setup an Active/Active Two-Node Failover
Cluster with two Dell PowerEdge R710 Servers with a shared Dell PowerVault

MD3000 Disk Array System.

A diagram about the planned setup of this scenario is shown below:

Failover Cluster (

Red Hat Enterprise
Linux 5 AP

S

R710 Server (Node1)

HBAs

Slorage Controller

[

Virtual disk A

L J Hearibeal connection L
Red Hat Cluster Suite |29 B8} | = ——— Red Hat Cluster Suite

G

Virtual disk B

Red Hat Enterprise
Linux 5 AP

&

R710 Server (Node2)

HBAs

Slorage Controller

MD3000 disk array

Virtual disk ©

{quarum disk)
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The information of the 2 servers is listed below:

Server 1 Server 2
Computer Name Nodel Node2
IP Address 10.4.0.4 10.4.0.5
Cluster Name HACIluster

The information of AhsayOBS installed on both nodes:

Server Service Installation Location | mount device | Ports
IP Used

Nodel 0.0.0.0 /mnt/mountl/OBSR1 /dev/VG1l/LV1 | 80, 443 &
8014

Node2 0.0.0.0 /mnt/mount2/0OBSR2 /dev/VG2/LV2 | 70, 8443 &
8015

The information of High Availability Service of the cluster is listed below:

HA Service 1 HA Service 2
HA Service Name NodelOBSR Node20OBSR
Service IP Address 10.4.0.7 10.4.0.8

Ahsay Systems Corporation Limited
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2 Hardware Setup and Configuration

This chapter includes steps of basic hardware configuration required in
setting up a Two-Node Failover Cluster with two Dell PowerEdge R710 and a
single Dell PowerVault MD3000 Storage Array, as shown in the first diagram
of this document. For more information on the hardware configuration, please
refer to the documentations listed in the References section.

Please follow the steps mentioned below to configure your hardware:

Step 1 - Cabling the Power supplies

* For nodes with multiple power supplies, plug each power supply into a
separate AC circuit.

* Use uninterruptible power supplies.

Step 2 - Cabling your public and private networks

The network adapters in R710 Server provided at least two network
connection, one for the public and one for the private network.

1. Connect the public network to a network adapter that supports TCP/IP.

2. Connect the two R710 servers through the private network adapter, this
network is used for intra-cluster communications.

Below diagram shows such network cabling configuration:

Public network

\—v__

Private network

Public network adapter

adapter

private network @

Cluster node Cluster node2

Ahsay Systems Corporation Limited 15
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Step 3 - Cabling your storage system in redundant configuration with Dual

SAS 5/E HBAs

1. Connect cluster Nodel to MD3000,

i. Install a SAS cable from cluster node 1 HBA 1 port O to the RAID
controller MD3000 module O port In-0.

ii. Install a SAS cable from cluster node 1 HBA 2 port O to the RAID
controller MD3000 module 1 port In-0.

2. Connect cluster Node2 to MD3000,

iii. Install a SAS cable from cluster node 2 HBA 1 port O to the RAID
controller MD3000 module O port In-1.

iv. Install a SAS cable from cluster node 2 HBA 2 port O to the RAID
controller MD3000 module 1 port In-1.

Below shows such network cabling connections:

Cluster node 1

SAS Cable

Cluster node 2

MD 3000

Ahsay Systems Corporation Limited
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High Availability AhsayOBS on Windows

This chapter describes how to setup the AhsayOBS high availability on
Windows Platform.

AhsayOBS High Availability setup is summarized as follows:
1. Operating system and storage configuration

2. Failover cluster configuration.

3. Setup the first AhsayOBS instance.

4. Configure AhsayOBS as a generic service.

5. Setup additional AhsayOBS instance(s) to the cluster. (This step can be
repeated for as many AhsayOBS Instances for the cluster as required.)

3.1 Operating System and Storage Configuration

When the R710 servers and MD3000 are connected, install Windows Server
2008 onto each of the cluster node. After that, install Dell’s Modular Disk
Storage Manager onto each of the cluster node, this is used for MD3000 disk
array configuration. You will also need to install the SAS 5/E drivers and
multi-path driver on each Node, these are available in the MD3000 Resource
disk.

Building your virtual disks

The Dell PowerVault MD3000 Disk Array System is comprised 15 individual
disks, though independently they can be integrated into a virtual disk and be
used as is a single disk. As shown in the diagram in the chapter 1.5, three
virtual disks are created, two of which will be used for installing AhsayOBS,
and one will be used as a quorum disk, which will be covered later in this
document.

Please follow the instructions below to build the virtual disk:
1. Open [Modular Disk Storage Manager].

2. Go to the [Configure] tab and select [Create Disk Groups and Virtual
Disks] option.

Ahsay Systems Corporation Limited 17
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Storage

B Automstic Configuration
Avtomatically create multiple vidual dizks with the same RAID level and configure hat spare physical disks in e

% Configure Hot Spares
Configure global hot spares as an added measure of pratection for data. & hot spare physical disk will automatic
group if the physical disk fails.

EEil Creste Disk Groups and Yirtual Disks
Usze this task to create a disk group, which iz & grouping of physical disks into one logical storage entity using
the overall capacity of the disk group by creating one or mare virtual disks, which are the data containers that o

3. Choose [Disk group] and click next.
4. Choose the desire RAID level and number of disk.
5. After that, partition the disk group into virtual disks.

The following settings are used in the Active / Active Two-Node Failover
Cluster in our example:

Virtual Disk | Disk Group RAID Level Size Host Group
Virtual Disk A | Disk 0 — 5 RAID5 4.65TB Host Group 1
Virtual Disk B | Disk 6 — 10 RAID5 3.72TB Host Group 1
Virtual Disk C | Disk 11 — 12 | RAID1 2GB Host Group 1
Note:

Not all available space has to be used.

Ahsay Systems Corporation Limited 18
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Mapping virtual disk to Host Group
Each cluster Node connected to MD3000 is seen as a Host, in order for a Host
to access a virtual disk, we need to explicitly map the disk to the Host.

1. Create host group by selecting [Create Host Group] option under
[Configure] tab, enter a name (e.g. Host Group 1), add both cluster
Node 1 and Node 2 into the Host Group and then click [OK].

2. Select [Create Host-to-Virtual Disk Mappings] option under [Configure]
tab, select [Host Group 1] and map Virtual Disk A, B and C to it.

Now all Virtual Disks are mapped to Hosts in Host Group 1, so that both
cluster nodes are able to access these virtual disks.

Format the virtual disk

E_ Server Manager =] E3

File Action View Help

o 2nE= B E

S, Server Manager (NODE1) Disk Management  Valume List + Graphical Wiew Actions

= Roles i

% Features Volume Layout | Type | File System | Status Disk Management -
S Diagnostics [cy (o] Simple  Basic WTFS Healthy {System, Boot, Page File, Active, Crash Dump, Primary More Actions N
jﬁ’!- Configuration Healthy (Primary Partition)

=] \‘5: Storage Cauorum (00 Simple  Basic  NTFS Healthy (Primary Partition)

E} windows Server Backup
=f Disk Management

1 | i
i
B
L_=Disk 1 —_—
Basic Quorum ()
2.00 GB 2.00 GB MTFS
Reserved Healthy {Primary Partition)

“#Disk 2 —_———
Basic

931.01 GE 931.01 B

Reserved

Cosks |

L

Basic Nodel-data {G:)
4654,93 GB +654,93 G NTFS
Reserved Healthy {Primary Partition)

“#Disk 4 e R R  )”.”’B:: == = = B @ OOODFR

Basic

3723.92 GB 372392 GB

Reserved L1

W Unallocated [l Frimary partition

We can now see these virtual disks on Windows installed on both cluster
nodes. To format the disks, open [Server Manager] in one of the nodes, go to
[Disk Management] under [Storage] section. Apart from the server’s local
disk, you should use the virtual disks created in step 5. Please format them
into NTFS File System.
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In our scenario, we are using the following the settings:

Disk Drive Associate Virtual Disk File System
Drive G Virtual A NTFS
Drive H Virtual B NTFS
Drive Q Virtual C NTFS

3.2 Failover Cluster Configuration

This chapter focuses on the required setup and configuration on Windows
Server 2008 in order to create the Failover Cluster.

Step 1 — Create a Windows Domain

Having completed the hardware configuration, you are now ready to start
creating your cluster.

In order to create a cluster, we must first create a windows domain. This is
because the [Failover Cluster] feature must be run under a domain
environment.

To create a domain, we should first go to Node 1 and perform the following
steps:

1. Click [Start] = [Run] then type dcpromo and press [Enter]. The active
Directory Domain Service Installation Wizard will prompt.

2. Follow the steps shown in the wizard to create a new domain.
Remember to choose [Yes] when it asks whether to install DNS Server.

Node 1 becomes the first Active Directory Domain Controller of the new
domain. The Domain Controller is responsible to store domain-related data
and manage communications between users and servers, e.g. authentication
and directory searches.

After we have finished setting up the first Domain Controller, we should
promote Node 2 to Domain Controller to ensure that at least one Active
Directory Domain Controller is reachable at all times.

Please follow the instructions below to promote Node 2 as a Domain
Controller of the domain created in previous steps:

1. Go to [Start Menu] = [Run] and type dcpromo and press [Enter].The
active Directory Domain Service Installation Wizard will prompt.

2. Follow the steps shown in the wizard to add a new domain controller to
an existing domain. Choose [Yes] when it asks whether to install DNS
Server.
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You can validate the domain configuration as [Administrative tools] > [Active
Directory Users and Computers]. You should be able to see both Node 1 and
Node 2 inside the Domain Controller folder (Organization Unit).

Step 2 — Creating the Failover cluster

To create a failover cluster, you need to install both [Failover Clustering] and
[Multipath 1/0] features at all cluster nodes. By default, [Multipath 1/0]
should be installed with [Active Directory Domain Controller] role.

Perform the following steps on each node to install the [Failover Clustering]
feature:

1. Open [Server Manager] > [Feature], click on [Add features]. A wizard
will be prompted.

2. Select [Failover Clustering] feature and click [Install] to initiate the
installation.

3. Repeat Step 1 and 2, if [Multipath 1/0] feature is not installed.

After installing the [Failover Clustering] feature, open the [Failover Cluster
Management] interface via [Start Menu] > [Administrative Tools] > [Failover
Cluster Management].

The [Failover Cluster Management] interface is a useful tool in managing the
failover cluster. To create a new cluster, please follow the steps listed below:

1. Click on the [Create a Cluster] button under the [Actions] section of the
right panel, the [Create Cluster Wizard] will appear.
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B Failover Cluster Manager (100

File Action Wiew Help

&= = H=

?_g Failover Cluster Manager Failover Cluster Manager - I Actions

. Failover Cluster Manager -
"tf Create failover clusters, walidate hardware for pol -
3 - - . lid i .
Ta configuration changes to your falover clusters. Walidate a Configuration...
fgal Create E:IELuster. . |
m* -’5; Manage afuster. .,
A fallower cluster is a set of independent computers th Wigw »
availability of services and applications. The clusterec )
physical cables and by software. If one of the nodes | B Properties

services (a process known as failover).

+ Clusters

+ Management
RS

Help

To begin to use failower clustering, first walidate your b
cluster. After these steps are complete, vou can man
include migrating services and applications to it from 2
Windows Server 2008, or Windows Server 2008 R2.

‘Walidate a Configuration. .
Create a Cluster...

Manage a Cluster...

-
| | 3
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2. Click the [Next] button to continue.

EIE‘E'I:reaI:E Cluster Wizard | X¥]

?%3 Before You Begin
i v

This wizard creates a cluster, which iz a set of servers that wark together to increase the availability of
clustered zervices and applications. |f one of the servers failz, anather server beging hosting the clustered
services ahd applications [a process known az fallover].

Select Servers

Walidation ' aming - _ . _ _
Before you min this wizard, we shongly recommend that wou run the Validate a Configuration wizard to

Access Paint for ensure that your hardware and hardware settings are compatible with failover clustering.
Adminiztening the
Eluster Microzoft supports a cluster zolution only if the complete configuration [servers, network, and storage] can

Bertiimeten pazz all tests in the Validate a Configuration wizard. |n addition, all hardware components in the cluster
solution must be "Certified for Windows Server 2008 R 2"
Creating Mew Cluster o . .
Y'ou muzt be a local administrator on each of the servers you want to include in the cluster.
Summary

Tao continue, click Mest.

Mare about Micrazoft support of cluster solutions that have passed validation tests
More about the name and [P address information needed for a new cluster

" Da not show this page again

Pt Cancel

3. Select all servers to be the members of the cluster. In this case, this
would be Node 1 and Node 2.

EIE‘E'I:reaI:E Cluster Wizard | X¥]

?%3 Select Servers
i #

Before “f'ou Begin Add the names of all the zervers that you want to hawve in the cluster. You must add at lzast one zerver.

Walidation "/ arning

Access Paint far Erter server name: || Browse... |
Adminiztening the

Clugter Selected servers: nodel ha.test Add

node ha.test
Femove |

Canfirmation
Creating Mew Cluzster

Summary

<Previou&| fet I Cancel
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4. If this is the first time for setting up a cluster, it will run the validation
tests required.

E¥ Create Cluster Wizard E

I: Yalidation Warning

Before You Begin For the zervers pou selected for this cluster, the reparts from cluster configuration validation tests

Select Servers ! appear to be miszing or incomplete, Microzoft supports a cluster solution only if the complete
configuration [zervers, netwark. and storage] can pass all the tests in the Yalidate a Configuration

W alidation ning wizard.

Agoess Paint far Do you want to min configuration validation tests before continuing?

Adminiztering the

Cluzter

Caonfirmation

Creating Mew Cluzster

+ Tes. When | click Mext, run configuration validation bests, and then return to the process of creating
Surmmary the cluster.

Mo, | do rnot require support fron Microsoft for this cluster, and therefore do nat want ta wn the
validation tests. When | click Mext. continue creating the cluster.

More sbout Microzoft support of cluster solutions that have paszed validation tests

< Previous | M et » I Cancel

5. On the Validate a Configuration Wizard, click [Next] to go to next step.

FE.‘ Yalidate a Configuration Wizard

5'”? Before You Begin

Thizs wizard runs validation tests to determine whether this configuration of servers and attached storage is
Tiesdiing Dt setup c:c-r_rec:tly to suppart Failover, A cluster zalution iz $u|:-|:u:_rted _by Mi-:r-:mfl onl}_l_if the complete

configuration [servers, network., and storage] passes all tests in this wizard. In addition, all hardware
components in the cluster solution must be "Certified for Windows Server 2008 2",

Canfirmation
" alidating If pou want to validate a set of unclustered servers, you need to know the names of the servers.
Summary Impartant: the storage connected to the selected servers will be unavailable during walidation tests.

If pou want ta walidate at exizting faillover cluster, you need to khow the name of the cluster or ohe of itz
nodes.

Yo must be a local administrator on each of the servers you want bo walidate.

To continue, click Mext.

IMore about preparing vowr hardware for walidation

More sbout cluster validation tests

™ Do not show this page again

Mt = I Cancel
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6. Select [Run All Tests].

Kl validate a Configuration Wizard

Testing Options

Chooze between running all tests or running selected tests.

The tests include Inventory tazks, Metwork tests, Storage tests, and System Configuration tests.

Confirmation

Micrazoft zupportz a cluster zolution anly if the complate configuration [servers, network, and storage] can
‘Walidating pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for windows Server 2008 F 2"
Surarnary

& Bun all tests recommended)

 Run only tests | select

IMore about cluster validation tests

< Previous | M ext > I Cancel

7. The confirmation screen will then be shown on the screen.

K validate a Configuration Wizard

1:”7 Confirmation

:

Before You Begin You are ready to start validation,
Flease confim that the following settings are cormect:

Testing Options

T A
W alidating Servers to Test :'

Summary rodel hatest

nodeZ? ha.test

Tests Selected by the User Category
List BIOS Infarmation Inventary
List Environrnent Variables Inventary
List Fibre Channel Host Bus Adapters Inventary j

To contitue, click Nest.

IMore about cluster validation tests

< Previous | M ext > I Cancel
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8.  Wait until it has finished running all the validation tests.

i¥alidate a Configuration Wizard
%‘%‘i Validating

Before You Begin

Testing Optionz

Confirmation

Surarnary

The following walidation tests are running. Depending on the test selection, this may take a sighificant
amourt of time.

Frogress | Test | Result :I
100 % List Potential Cluster Disks The test paszed.
100 % Walidate Dizk Access Latency The test paszed.
Walidate Disk Arbitration Pending...
Walidate Disk Failover Pending...
Yalidate File System Pending...
100 % Walidate Microzoft MPI0-based disks The test paszed. J
Walidate Multiple Arbitration Pending...
100 % Walidate SCSI device Vital Product Data [VPD) The test pazzed.
0% Yahdate 5C51-3 Persistent Reservation VYalidating Cluster Disk .

I

Test iz currently running.

Cancel |

9. A summary report is shown after all the validation tests are completed.

alidate a Configuration Wizard
Ji‘?? Summary

Before You Begin

Testing Optionz

Confirmation

W alidating

Testing has completed successtully and the configuration is suitable for clustening,

Failover Cluster Validation Report g

Node: nodel.ha.test
Mode: nodez.ha.test
.

1 T 4 ﬂ
Ta wiew the report created by the wizard, click Wiew Bepart. - |
To cloze this wizard, click Finish. View Fieport .

IMore about cluster validation tests
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10. Enter a Cluster Name, select the network interface to use and dedicate
an IP address for the cluster e.g. 10.4.0.6.

E¥ Create Cluster Wizard E

-L;lé;i Access Point for Administering the Cluster

Before Y'ou Begin Type the name you want to use when administenng the cluster.

Select Servers

Clugter Mame: H&,_Clustering

One or more [Pv4 addreszes could not be configured automatically. For each network to be used. make
zure the network iz selected, and then type an address.

Confirmation

Creating Mews Cluzter

Metwarks | Address
5
s I3 10.4.0.04E 10.4.06
r 1720.001E Click here to type an address

More about the administrative dccess Paoint for a cluster

< Previous | M et » I Cancel

11. If the setup information is correct, click the [Next] button to continue. It

may take a few minutes to validate the cluster settings and create the
cluster.

E¥ Create Cluster Wizard E

%ﬂ;;'a Confirmation

Before You Begin You are ready to create a cluster,

Selact Servers The wizard will create your cluster with the following settings:

Access Point for ﬂ
Adminiztering the Cluster: H&_Clustering
Cluster Mode: nodel.ha.test

Canfirmation Mode: nodez.ha.test
IP Address: 10.4.0.6

Creating Mew Cluzter

Summary

To contitue, click Nest.

< Previous | M ext > I Cancel
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12. The summary is shown after the cluster has created successfully.

After the cluster is created successfully, a new tab with the cluster’'s name
(e.g. HA_Clustering) will be created under [Failover Cluster Management] in

the Console tree:

& Failover Cluster Manager | |O0] I
File  Ackion “iew Help
= | 2w H
=
‘3?2& i 0 . . -
=+ E_a_||0ver Cluster_ Manager Services and applications | Actions
= 54 HA_Clustering.ha.kest
e . — ervices and applications -
g ] Srvices and applications Hene | B | Type | [ -
E i Nodes B8 Configure a Service or Application...
%I EDOdDEE12 virtual Machines. .. »
\_.-w Storane There are no zervices and applicatic More Actions. . N
= 153 Metworks )
iﬂ 1040 Wi 4
S3 HeartBeat il Refresh
84| Cluster Events —
. E Help

Status:

Alerts:

Client Access Hame: Capacity:

IP Addresses:

Auto Start:

Storage:

Refer to the following table for more details on functionality of each tab:

Tab

Functions

Services and Applications

This should be empty by default. It holds all
services and application that are configured for
High Availability in the cluster. E.g. AhsayOBS

Nodes

This provides information such as network on all
clusters nodes. In this case, it is Node 1 and
Node 2.

Storage

This is a summary of all storages in the cluster.
It contains information such as size, owner and
status. In our scenario, we should have three: G,
H and Q drives.

Network

This summarizes all network connections that
relate to the cluster. It include both public and
private network configured in the computer.
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Step 3 — Configuring Quorum Settings

The quorum determines the number of elements that must be online for the
cluster to continue running. Elements are Nodes or disk witness or file share
witness. Each element has one vote and the cluster will only continue to
operate if it satisfies certain conditions depending on the quorum
configuration.

You can configure the quorum setting with the [Failover Cluster Management]
interface:

1. Select your cluster, e.g. HA_ Clustering.

2. Select [More Action] and click on [Configure Cluster Quorum Setting].

ﬁsﬁ Failover Cluster Manager

File  Action Yiew Help
® ||

= i
'-E"a !:Ellover Cluster Manager Node10BSR Recent Cluster Events:
-'.Aﬂ

= FY services Coljflgure E.I Service or Application. .. of Node10BSR
¢ Mode  validate This Cluster...
[F MNode  View Validation Report
=] ﬁ Modes

ﬂ Nade Enable Cluster Shared Yolumes... Auto Starl
CH MOD addhode...
) Storage <nonex
f Mebwork:  Close Connection Hel

it -

' Cluster B More Actions. .. Configure Cluster Quorum Settings. ..
Refresh Migrate services and applications. ..
Properties Shut down Cluster. ..
Help Destroy Cluster, ..

5 TP Sadess: 104, (&) Uriine

Disk Drives
=) o Cluster Disk 1 (#) Online
Wolume: [G] File Systern: MTFS 4685 TE (100.0

Other Resources

F OBSR for Node 1 (®) Orlire

This action starts a wizard that guides you through configuring the cluster quorum settings.
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3. Choose [Node and Disk Majority] option for setting up a Two-Node
Failover Cluster.

ﬁtonﬁgure Cluster Quorum Wizard

':_:J:{! Select Quorum Configuration

Before You Begin Read the descriptions and then select a quarum configuration for your cluster. The recommendations are
bagzed on providing the highest availability for wour cluster.

" Node Majority [hot recommended for your curent number of nodes)

EU_nﬁQUTE Storage Can sustain falures of 0 nodefs).
Withess

- & Made and Disk Majority [recommended for pour curent number of nodes)
Confirmation

Can zustain failures of 1 node(z] with the disk withess online.

Canfigure Cluster [Can sustain Failures of 0 node(z] if the disk withezs goes affine ar fails.
Quorum Settings

Summary ¢ Mode and File Share Majority [for clusters with special configurations)

Can sustain failures of 1 node(z] if the file share withess remaing available.
Can zustain failures of 0 node(z] if the file share withes: becomes unavailable.

Mo Majority: Dizk Only [not recommended)
Can zustain failures of all nodes except 1. Cannot sustain a failure of the quorum disk. This

configuration iz not recommended because the dizk iz a single point of failure.

More about quorum configurations

< Previous | Mext > I Cancel

4. Choose Virtual Disk C (e.g. Q Drive) when asked for a storage witness.
If you have assigned virtual disk C with a drive letter Q, it should
already been assigned to the witness disk role. You can confirm this by
viewing the [Storage] section of the cluster.

ﬁtonﬁgure Cluster Quorum Wizard

jé:{‘ Configure Storage Witness

Before You Begin Select the storage wolume that you want to assign as the disk withess.

Select Quorum
Configuration

e | Status | Node | Location
O ¥ e Cluster Di... (8 Mod

Confirnation

Configure Cluster

Huoum Settings [0 & < Cluster Di..

O ® <= Cluster Di...

Awvailable Storage

MODEZ2 MNodeZOBSH
Summary

<Previous| Mext » I Cancel |

The [Node and Disk Majority] indicates that each Node and witness disk has
one vote, so in this scenario, there are 3 votes in total (e.g. 2 Nodes + 1
Quorum).
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This means that the cluster will continue to operate if it gets 2 out of 3 votes,
in other words, there is a one element fault tolerance before the cluster fails.

For further information on Quorum configuration and settings, please refer to
this website.

3.3 Setup first AhsayOBS instance in Windows Platform

To install and setup the first AhsayOBS instance in the cluster, please follow
the instructions listed below:

1. Install AhsayOBS using the manual method and skip the step about
installing AhsayOBS as a windows service. For further details, please
refer to the AhsayOBS and AhsayRPS Setup Guide.

2.  Edit startup scripts (startup.bat):
* Open the startup.bat file under %OBSR_HOME%6\bin

* Under CATALINA_OPTS, change the -Xmx option to a larger value.
This option stands for the maximum amount of memory that
AhsayOBS can used. E.g. 2G

For 32-bit Java, the maximum —Xmx settings is between 1.3 - 1.6G.
This limitation is removed for 64-bit Java.

If you plan to support a large number of users (greater than 1000) on
your system, please consider using the 64-bit Java on 64-bit
hardware and increase this value appropriately.

3. Validate server.xml:

* Open the server.xml file under %00BS_HOME%/conf using a text
editor.

* Under the Connector tag for HTTP and HTTPS, make sure that the
port is set properly and address is set to 0.0.0.0.

<?xml version="1.0" encoding=""1S0-8859-1"7>
<Server port="8014" shutdown=""SHUTDOWN"">

<Service name="Tomcat-Standalone'>
<I-- Define a non-SSL HTTP/1.1 Connector on port 8080 -->

<Connector address="0.0.0.0" port="80"
maxHttpHeaderSize="8192" socketBuffer='8192"
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maxThreads=""3000"" minSpareThreads=""10" maxSpareThreads="50"
maxKeepAl iveRequests=""100" enableLookups=""false"
redirectPort="443" acceptCount=""200"
connectionTimeout="60000" disableUploadTimeout=""true"
URIEncoding=""'utf-8"/>

<I-- Define a SSL HTTP/1.1 Connector on port 8443 -->

<Connector address="0.0.0.0" port="443"
maxHttpHeaderSize="8192" socketBuffer='8192"
maxThreads="3000" minSpareThreads="10"" maxSpareThreads="50"
maxKeepAliveRequests="100" enableLookups="false"
redirectPort="80" acceptCount="200" connectionTimeout="60000"
disableUploadTimeout=""true'™ URIEncoding="utf-8"
scheme="https" secure="true" keystoreFile="conf/keystore™
keystorePass=""changeit” clientAuth="false" SSLEnabled="true"
sslProtocol="TLS"/>

<Engine name="'Standalone" defaultHost=""localhost” >
<Host name="localhost' appBase="'webapps"
unpackWARs=""true" autoDeploy=""false" liveDeploy="false'>
<Valve
className=""org.apache.catalina.valves.AccessLogValve"
directory=""logs" prefix="access_log." suffix="_log"
pattern="common'/>
</Host>
</Engine>

</Service>

</Server>

4. Open command prompt and create a new directory for %OBSR_HOME%.

>mkdir “G:\AhsayOBS and AhsayRPS”

5. Change the working directory to %0BSR_HOME%o\bin

>cd “G:\AhsayOBS and AhsayRPS\util\bin”

6. Run the following command to install the service:

>service.exe —i <Service Name> <Service Display Name> <exe
path>

Where:
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* Parameter -i stands for install service and parameter -r stands
for remove service.

* <Service Name> - is the name of the service.
* <Service Display Name> — is the display name of the service.

* <exe path> - is the path to AobService.exe. By default, it is
located at %OBSR_HOME%\bin

For example, in our example, the following command should be run:

>service.exe —i NodelOBSR “OBSR for Nodel” “G:\AhsayOBS and
AhsayRPS\bin\AobService.exe”

A message of “NodelOBSR installed” will be displayed on the screen if
the service is installed successfully

7. Start AhsayOBS Service by selecting <Service Name> from [Control
Panel] > [Administrative Tools] > [Services] and press the [Start]
button, e.g. “OBSR for Nodel”.

8. Validates AhsayOBS by logging on to it as Administrator using a web
browser, e.g. http://10.4.0.4 or http://10.4.0.4:80

Important:
Please do not activate your AhsayOBS license at this stage. Please

also restart your computer before you configure AhsayOBS as a
generic service.

3.4 Configure AhsayOBS as a generic service

Step 1 — Configure AhsayOBS

In order to use the failover ability of the cluster with AhsayOBS service, you
need to create a generic service in the [Failover Cluster Management]
Interface.

Please follow the steps below to configure a generic service:

Note:

Assume that AhsayOBS is already installed in Nodel.

1. Go to the [Failover Cluster Management] interface at Node 1 by [Start
Menu] > [Administrative Tools] > [Failover Cluster Management].

The ownership of the disk with AhsayOBS installed (G drive) is needed
at Node 1, you can check the ownership of storage in the [Storage] tab,

Ahsay Systems Corporation Limited 33



A H ™ Ahsay Offsite Backup Server
High Availability Option Setup Guide

you should see [Volume G] Owned by Nodel in the summary page, as
shown below:

EE Failover Cluster Manager

=l
File Action ¥iew Help
€]
'zi"s Ffilover Cluster Manager Storage Recent Cluster Events: b I AT
= dm Hé_Clustering. ha.test . S
) - torage -
= Services and applications . Summary of Storage
= fﬁ Hodes =3 o Add a disk
ﬂ Model = .
< View 4
. ﬂ NODEZ Storage: Total Capacity: Available Capacity:
) Storage 4 Total Disks - 4 online Total 5.09TB Total: 3.03 TB |G Refresh
B 5 I§Iz_atworks 3 Available Disks - 3 online Free Space: 909 TE Free Space: 9.09 TB
i 10.4.0.% ; - Help
e 1 In Uze Disks - 1 online Percent Free: 100% Fercent Free: 100%
15 HeartBeat
Clusker Events
Digk. | Status | Current Owner
Dizk Witness in Quorum
o Cluster Disk 2 '@) Online MHODE2
Awailable Storage
o Cluster Disk 1 '@) Online Model
o Cluster Disk 23 '@) Online Model
i Cluster Disk 4 '@) Online Model
4] | 2l

If that is not the case, you can always change the ownership of the disk
using the following command:

>CLUSTER GROUP “Available Storage” /Move:<Your desire name>

For example, to move [Available Storage] to Node 1:

>CLUSTER GROUP “Available Storage” /Move:Nodel

2. 2. Right click on [Service and Application Management] then select
[Configure Service or Application].
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i Failover Cluster Manager M=
File  Action Wiew Help

&= 7= H
ailavver Cluster. Manager Storage Recent Cluster Events: db I SRIHTG
Hé_Clustering.ha.test
- orage -
= jﬂ Noles or Application. .. Ff Storage Cw Add a disk
j Mode  yirtual Machines. .. 3 View N
[ MODE e — N Total Capacity: Available Capacity:
ca Storage Total: 9.09 TE Tatat 9.09 TE ] Refresh
B & I'}It_atworks View ¥ jline Free Space: 9.03 TE Free Space: .09 TE E Help
= " = ercent Free: % ercent Free: £
%;0 “t o Fercent Free: 1003 Percent Fiee: 100
eart  Refres
Cluster Er
Help
Digk. | Status | Cumrent Owher

Disk Witness in Quorum

i Cluster Disk 2 '.’f," Online MODEZ

Available Storage

a Cluster Digk 1 Model
m Cluster Digk 3 Model
a Cluster Disk 4 (#) Orline Model
| | i

The High Availability Wizard will prompt, below shows steps in
configuring AhsayOBS as a generic service.

i. Before you begin.

58 High Availability Wizard

;’——“ Before You Begin

Thiz wizard configures high availability for a service or application. After you successfully complete this
wizard, if a clustered server fails while running the zervice or application, another clustered server
automatically resumes the zervice or application [a process known as fallover]. If the service or application
itzelf failz, it can be automatically restarted, either on the zame server or on another server in the cluster,
depending on options that you zpecify,

Select Service or
Application

IF wou want ko cluster 8 complex application such as a mail zerver or databasze application, see that
application's documentation for information about the correct way to install it

More about how clients access a clustered service or application
Mare about zervices and applications pou can confiqure for high availability

™ Do not show this page again

MHewt » I Cancel

ii. Select [Generic Service].
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54 High Availability Wizard

i

Befare You Begin

Select Service
Client Access Point
Select Storage

Replicate Regiztm
Settings

Confiration

Configure High
Aeailabiliby

Summary

== Select Service or Application

Select the service or application that you want ta configure for high awvailability:

S DHCP Server ﬂ Description;
f"\. Distributed Tranzaction Coordinatar (DTC] “‘ou can configure high availability for
j" File Server some services that were not oniginally

dezigned to run on a cluster. For more
information, see Configuring Generic
Applications and Genenc Services for
high availability.

_El Genernc Application
=] Generic Script

€ Internet Storage Mame Service (GMS) Server
& Message Queting
Tod Other Server

= vI
T Dieinmb C mrt amr

More sbout services and spplications you can configure for high availabilib

< Previous | MHext » I

Cancel |

Select AhsayOBS Service from the list, it will be shown with the
service’s display name (e.g. OBSR for Nodel).

If you have renamed it, it will look different from the below

screenshot.

5 High Availability Wizard

Befare You Begin

Select Service or
Application

Client Access Point

Select Storage

Replicate Regiztm
Settings

Confiration

Configure High
Aeailabiliby

Summary

Select the service you want to uze from the list:

Mame | Drescription | ;I
Met.Tep Part Sharing Service Pravides ability to share TCP ports aver the nett..
Metlagan Maintainz a secure channel bebween thiz compu...

The Metwark Access Protection [MAF] agent se...
M anages objectz in the Metwork and Dial-Up Co...
|dentifies the networks to which the computer h...

Collects and stores configuration information for b
This service delivers network, notifications [e.g. i...

Metwork Access Protection Agent
Metwork Connections

Metwork List Service

Metwork Location Awareness
Metwaork Store Interface Service

OESRK for Mode 2

Performance Counter DLL Host Enables remate uzers and B4-bit processes bo g... LI

Cancel

< Previous | MHext » I

iv. The Name will become this generic service’s name on [Failover
Cluster Management], therefore it should be unique and informative
(e.g. Nodel OBSR).
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The Client Access Point is the IP that will be used in accessing the
AhsayOBS.

5 High Availability Wizard

4% Client Access Point
;-\L:;:

Before You Begin Tupe the name that clients will use when accessing this service or application:

Select Service or
Application Marme: Mode10BSF

Ore ar more |Pvd addresses could not be configured automatically. Far each network to be used, make sure
the: network is selected. and then type an address.

Select Service

Select Storage

Replicate Reqisty Metwarks | Address
Sethings -

I3 1040046 0407
Confirmation X

- 17200016 Click here to type an address

Configure High
Aailability

Summary

Maore about how clients access a clustered service or application

< Previouz | Mext » I Cancel
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v. Storage select here will follow the generic service, e.g. if the service
changes its ownership, all associated storages will also change its
ownership.

Choose all storages required to operate AhsayOBS, which includes
%USER_HOME%, %SYSTEM_HOME% and %0OBSR_HOME%. In this
scenario, only Drive G is required.

58 High Availability Wizard

W

= Select Storage

Before *f'ou Begin Select only the starage valumes that pou want to assign to thiz service or application.

. You can assigh additional storage bao this service or application after pou complete this wizard,
Select Service or

Application

Select Service

Client Access Point

Select Storage

Replicate Registry Valume: [£)

File Spsterm: HTFS 93101 GE (100.0% free )
Settings [0 = <o Cluster Disk 4 (#) Online
Corfirnation Walume: [H] File Systern: NTFS 364 TB [100.0% free |
Configure High
Aailabiliby
Summary

< Previous | MHewt » I Cancel
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vi. Under the Replicate Registry Settings, some AhsayOBS info will be
stored in registry; therefore it is important to have this information
available on all nodes.

The location of this key will be dependent on the service name used
of the windows service. In general, it is located at:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\<Your
Service Name>

5 High Availability Wizard

-~ Replicate Reqgistry Settings

vl

Befare You Begin Programs or services may store data in the registry. Therefore, it is important to have this data available on
the node on which they are running. Specify the registry keys under HEEY_LOCAL_MACHIME that shaould

Select Service or be replicated to all nades in the cluster.

Application

Select Service

STSTEMACurrentControlS ethServiceshMode10BSR

Client &ccess Paint
Root registry key:
HKEY_LOCAL_MACHIMEY, ISYSTEM\CunentCDntIDIS ethServices\MNodel DBSR

Select Storage

Carfirmation

Carfigure High Ok I Cancel |

Ay ailability 4 |
Summary s = T T | TTETOTE

< Previous | MHext » I Cancel
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Vii.

The confirmation screen will be shown after you have finished

configuring the registry settings. Click the [Next] button to complete
the process.

58 High Availability Wizard

j!—-- Confirmation

-
“

Before ou Beagin

Select Service or
Application

Select Service
Client Access Point
Select Storage

Replicate Regiztry
Settings

Canfirmation

Configure High
Aailabiliby

Summary

“'ou are ready to configure high availability for a Generic Service.

Service: QBSR for Mode 1 (ModelOBSR) ﬂ
Storage: Cluster Disk 1
Network Name: ModelOBSR
IP Address: 10.4.0.7
Registry Key: SYSTEMMCurrentControlSethServices\NODEL1OBSR
Parameters: and AhsayRPEYbhinvaobService.exe
The only nodes which can host this applicationdservice are Model,
The nodes which cannot host this application/service are NODEZ,
=l

To continue, click Mext.

Cancel

< Previous | MHewt » I

Note:

The summary page may display warning messages suggesting only certain
Nodes can access the service. This message can be safely ignored at this
stage, as we have not yet setup the other Nodes. Please click [Finish] to
complete the process.

5 High Availabi

Befare You Begin

Select Service or
Application

Select Service

Client Access Point

Select Storage

Replicate Regiztm
Settings

Confiration

Configure High
Aeailabiliby

Summary

lity Wizard

High availability was successfully configured for the service or application.

-

Service:
Storage:

IP Address:

Network Name:

Registry Key:

Ta wigw the report created by the wizard, click Wiew Report.
To cloze this wizard, click Finish.

Generic Service

CBSR for Node 1 {ModelOBSR)

Cluster Disk 1

ModelOBSR

10.4.0.7
SYSTEMYWCurrentControlSet\Services\NODELICOBSR

Yiew Beport... |
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Step 2 — Validate your configuration

Validate if the generic service is visible in the [Services and Applications]
section under [Failover Cluster Management] interface.

Validate the configuration by browsing the Client Access Point (e.g.
http://10.4.0.7:80). This should take you to the AhsayOBS login page.

(Optional) You can setup a DNS record (e.g. obsl.yourdomain.com) that
points to the client access point, e.g. 10.4.0.7.

Important:
You can now activate your AhsayOBS license.

Step 3 — Add / Remove Owner of Cluster resources

Every resource (e.g. Service, IP, storage) has a list of possible owners; a
Node can only gain ownership of a resource if it is a possible owner. By
default, all nodes are possible owner. This list can be modified in the
resource’s properties (shown below).

Model Data Properties

.Generall Dependenciesl Puolicies Advanced Policies |

Clear the check bow if pou do not veant a node to host thiz rezource or this
clusterad instance.

B

Fossible Owners:

= Mode
= Node2

 Basic rezource health check. interyal

% ze standard time period for the resournce type

= Use this time period [mm:ss); IDD:DS 3:
r Thorough rezource health check interval

' Usze standard time period for the resource type

" se this time period (mm:ss): |D1 :00 3:

[ Bun this resource in a zeparate Resource Monitar

Chooge thig option if the azzociated resource type DLL needs to be
debugaed ar iz likely to conflict with ather rezource type DLLs.

Cancel Apply

o ]
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Step 4 - Reqgistering the generic service to other Node

To register a generic service to a Node:
1. Trigger failover once to the other node (e.g. from Node 1 to 2):

Right click on the generic service > [Move this service or application to
another node].

B Failover Cluster Manager

File  Action Yiew Help
€= | »=H
?;"'—' Failover Cluster Manager .
S’m i, Clustering ha test Recent Cluster Events: &
=l 5 services and applications ..  Summary of Node10BSR
= jﬂ Modes Eting this service or application online
f] Model  Take this service or application offline s epart Yes
f] [MleMH  ove this service or application to another node  # i
o Storage
22 Networks Manage shares and storage
Cluster BY add 5 shared Falder
Shiow the critical events For this application
Add storage I
Add a resource 3
Disable auto start ne
e
Show Dependency Report
i 3
Delete =
e tem: NTFS 455 TEB (100.0% free )
Refresh
Properties
e
Help
LI ] B

This action moves the service or application to another node in the cluster,

The failover is expected to fail as service cannot be started on the Node
2, but this will add the required registry information on Node 2.

2. Restart Node 2, this will add the service on Node 2. You can validate
this by observing the list of service after Node 2 has been restarted, and
the new service should have been installed into the list.

3. Validate by triggering failover to the Node again, this time the Node is
registered, the failover should succeed.
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3.5 Setup additional AhsayOBS in the cluster

The procedure in setting up additional AhsayOBS is exactly the same as
setting up the first instance, but it must satisfy the following conditions:

The port numbers must be unique from all other AhsayOBS in the
cluster.

The service name must be unique from all other AhsayOBS in the cluster.
The server port must be unique from all other AhsayOBS in the cluster.

Each disk should only be associated with one instance of AhsayOBS, as
a virtual drive can be owned by only one Node at any given time.

The steps for setting up additional AhsayOBS in the cluster are summarized
as below, where Nodel_OBSR has already been done throughout the guide.

Generic Client Service Installation Location Port

service Access | Name Used

Name Point

Nodel OBSR |10.4.0.7 | NodelOBSR | G:\AhsayOBS and 80, 443
AhsayRPS & 8014

Node2 OBSR | 10.4.0.8 | Node20BSR | H:\AhsayOBS and 70, 8443
AhsayRPS & 8015

Please perform the following steps on Node 2:

1.

2.

Install AhsayOBS in H:\AhsayOBS and AhsayRPS

Rename the service name to a unique, non-default name. E.g.
Node20BSR

Validate if it can access by go to the Administrator Login Page via web
browser. Do not update License at this stage.

Setup Node20OBSR as a generic service named Nodel OBSR and Client
access point being 10.4.0.8.

Validate Node2_OBSR by invoking http://10.4.0.8:70, you can now
activate its license.

Register Node2 OBSR on Node 1.

Both NodelOBSR and Node20BSR are now running high availability in
the failover cluster.
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4 \Verify AhsayOBS HA Setup on Windows

After finishing setting up the High Availability Option of AhsayOBS, you must
verify the following sections before putting the servers into a production
environment.

4.1 Cluster Setup

To verify the cluster configuration of Windows 2008, please connect to the
AhsayOBS instances by using its cluster IP address (or DNS name). After you
have entered the Client Access Point, e.g. http://<cluster-ip-address>, in a
web browser, you should be able to view the Administrator Login page.

4.2 Cluster Failover

There are two methods to verify the failover feature of the cluster. However,
it is recommended to perform both tests to ensure the cluster is working

properly.

Method 1 - Manual Failover

A failover event can be simulated manually with the aid of [Failover Cluster
Management] on windows. Please do the following to trigger a manual
failover:

1. Open [Failover Cluster Management].

2. Right Click on the <Generic Service> (e.g. NodelOBSR) and Click on
[Move this service or application to another node].

3. Click on the <Generic Service> and you should be able to see the
Current Owner is switched to Node2 in the Summary page.

4. Invoke the AhsayOBS Web Admin Console, you are expected to see the
standard Administrator page again.

If generic service, NodelOBSR was running at Nodel, you can failover the

server to Node2 with Failover Cluster Management. During the failover, the
disk with OBSR installed will detach from Node 1 and reattach to the other

Node 2, which will start the Node1OBSR service.
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Method 2 — Auto Failover

To verify the failover ability of the cluster, we should also simulate the event
of a server breakdown. Please follow the instructions below:

1.

2.

Logon to the Node 1.

Shutdown the Node 1, go to [Start] > [Shutdown].
Logon to the Node 2.

Open [Failover Cluster Management].

Click on the <Generic Service> (e.g. NodelOBSR), the Current Owner
should be switched to Node2 in the summary page.

Invoke the AhsayOBS Web Admin Console, you are expected to see the
standard Administrator page again.

4.3 Other Verification Tests

After you have finished the tests mentioned above, you can verify the
AhsayOBS cluster using the AhsayOBM/AhsayACB as you would normally.

Check that AhsayOBM and AhsayACB can backup and restore.
Check web restore applet.

Check whether your branding is correct.

Check that the email reports for admin and users are correct.

Check whether data integrity could remain when backup is interrupted
by server restarts and temporarily network disconnection.
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High Availability AhsayOBS on Linux

This chapter describes how to setup the AhsayOBS high availability on Linux
Platform.

AhsayOBS High Availability setup is summarized as follows:
1. Operating system and storage configuration

2. Failover cluster configuration.

3. Setup the first AhsayOBS instance.

4. Configure AhsayOBS as a high availability service.

5. Setup additional AhsayOBS instance(s) to the cluster. (This step can be
repeated for as many AhsayOBS Instances for the cluster as required.)

5.1 Operating system and storage configuration

When the R710 servers and MD3000 are connected, install Red Hat
Enterprise Linux 5 AP onto each of the cluster node. During the installation
process, please choose to install the [Clustering] features, which include most
of the essential components for running high availability. In addition, please
uncheck the [Virtualization] feature during installation, as that might
prevents Dell’s drivers from installing.

RED HAT

ENTERPRISE LINUX 5

The default installation of Red Hat Enterprise Linux Server includes a set of software

applicable for general internet usage. What additional tasks would you like your system to
include support for?

< Check this

[ software Development
[¥] storage Clustering

< Uncheck this

O web server

You can further customize the software selection now, or after install via the software
management application.

() Customize |ater (@ Customize now

o] 35
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It is highly recommended to disable SELinux, it is known that the cluster
software does not work with SELinux Enforce mode/Permissive mode for
RedHat Enterprise Linux 5.3 AP.

After that, please install the SAS 5/E drivers and multi-path driver on each
node, these are available in the MD3000 Resource disk.

Below shows steps in installing SAS 5/E drivers and multi-path driver on
Linux environment.

1. Ensure that the packages libXp, libXtst, gcc and kernel development
(kernel-devel) are installed, as they are required to complete the
installation.

Run the following commands to ensure that the packages are installed:

\ [root] # yum install libXp libXtst gcc kernel-devel

Note:

The version of kernel-devel MUST match your running kernel. For example,
if your running kernel is 2.6.18-128.el5 then kernel-devel-2.6.18-128.el5
is required. All available packages can be found on Red Hat’'s Website.

2. Run the linux installation script in the MD3000 resource disk with the
commands:

[root] # mkdir /mount/cdrom
[root] # mount /dev/cdrom /mount/cdrom
[root] # sh /mount/cdrom/linux/install._sh

Below menu should be displayed

Dell PowerWault MIE000 Resource CD

.+ Miew MIZ000 Readme
+ Inztall SAS 5/E Adapter Driver

1
7
5
4
)
B

Inztall MIZOO0 Storage Manager

. Install Multi-Pathing driver
. [ell Support
. Miew End User License Agreement

Enter the number to szelect a component from the abowe list,
Enter g to quit,
Enter: ||

3. Select the [2. Install SAS 5/E Adapter Driver] option, this must be
installed prior installing the multi-path driver. The following message
appears:
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Dell PowerVault MD3000

Creating symlink Avar/lib/dkmzs/mptlinue/d,00,38,02/s0urce -
Auzrderc/mptlinue-4,00,38,02

DkMS: add Completed,
LoadingsInstalling pre-built modules for 2,6,18-128,el15,
You muzt restart your computer for the new zettings to take effect,

Presz any key to return to the main menu,

Please restart the computer before continuing to the next steps.

4. Select [4. Install Multi-Pathing driver] option, if the current running
kernel version is not supported, please try downloading the latest
Resource disk from Dell’s website.

Successful will display
Creating new MPP initrd image,,,

You muzt now edit your boot loader configuration file. sbootsgrubsmenu.l
t, to

add a new boot menu, which uses mpp-2,6,18-128,el5,ing as the initrd ima
=

How Reboot the system for HPP to take effect,

The rew boot menu entry should look something like this (note that it ma

vary with different sustem configuration):

P

title Red Hat Lirux (2,6,18-128.e15) with HPP support
root (hdd,5)

kernel swmlinuz-2,6,18-128,e15 ro root=LABEL=RHI
initrd /mpp-2,6,18-128,el5, img

HPP driué;‘package has been succeszfully installed on your system,
make: Leawing directory Ausrdsrcdlinuxrdac—09,03,0006,0234"

fete/modprobe.conf: added alias reference for 'mpplpper’
depmod, ...

Saving old initrd az /boot/initrd-2,6,18-128,e15 old,img
Making new initrd as fbootdinitrd-2,6,18-128,e15, ing
(If rmext boot fails, rewvert to the _old initrd image)

TR ERE oo oooososns00000800000000000006000000000000000058585858
DkMS: install Completed,

Your DkMS tree now includes:

linuwxrdac, 09,03,0006,0234, 2,6,18-164,el5, iB8E: built
linuzrdac, 09,03,0C06,0234, 2,6,18-164,e15, xB6_B4; built
linggedas, 09 02 OC0R 0234 2 B 18-128 =150, i8R+ boilt
linwxrdac, ©9,03,0C06,0234, 2,6,18-128, 210, xB6 R4 installedl
linuxrdac, 09,03,0006,0234, 2,6,18-92,e1h, iBO6: built
linuxrdac, 09.03,0006,0234, 2,6,18-92,e15, x86_64: built

Iz thiz computer going to be uzed az an
Oracle (TH) Real fpplication Cluster (RAC) node (u/n)? I

5. The following steps instructs the kernel to boot with the multi-path
driver:

i Confirm the ram disk file name.

[root] # Is /boot/ | grep mpp
mpp-2.6.18.el5.img

ii. Edit grub.conf file.
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| [root] # vi /etc/grub.conf

iii. Edit it as shown below:

root@HAL:/etc

File Edit View Terminal Tabs Help

[v]

# grub.conf generated by anaconda

Note that you do not have to rerun grub after making changes to this file
NOTICE: You have a /boot partition. This means that
all kernel and initrd paths are relative to /boot/, eg.
root (hd@,0)
kernel /vmlinuz-version ro root=/dev/VolGroup@0/LogVolee
initrd /initrd-wversion.img
#boot=/dev/sda
default=0
timeout=5

splashimage=(hd@,0)/grub/splash.xpm.gz Add with MPP
hiddenmenu _

title Red Hat Enterprise Linux Server (2.6.18-128.el5)|with MFP

root (hd@,o8) —

kernel /vmlinuz-2.6.18-128.e15 ro root=/dev/VolGroupfd/LogVol@0 rhgb qui
et crashkernel=128M@16M . . . .

rinitrd /mpp-2.6.18-128.e15. img | Replace initrd-<kernel version=.img with
[root@HAL etcl# IP mpp-<kernel version=.img =

R A

iv. Reboot the computer

Note:

Please ensure that kernel 2.6.18-128 is used for Red Hat Enterprise Linux 5.3.
The Multi-Pathing driver for MD3000 works with this kernel only. To check the
kernel version, please use:

uname -r

If the kernel is updated to another version by the auto-update feature, please
update the /etc/grub.conf file and put the entries related to 2.6.18-128
kernel in front of other version and reboot the machine. This will force the
machine to boot up with 2.6.18-128 kernel automatically.
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Building your virtual disks

Install Dell’s Modular Disk Storage Manager onto one of the cluster node, this
is used for MD3000 disk array configuration.

The Dell PowerVault MD3000 Disk Array System comprised 15 individual
disks, though independently they can be integrated into a virtual disk and be
used as is a single disk. As shown in the diagram in the chapter 1.6, three
virtual disks are created, two of which will be used for installing AhsayOBS,
and one will be used as a quorum disk, which will be covered later in this
document.

Please follow the instructions below to build the virtual disk:
1. Open [Modular Disk Storage Manager].

2. Go to the [Configure] tab and select [Create Disk Groups and Virtual
Disks] option.

Storage

B4 Automatic Configurstion
Avtomatically create multiple vidual dizks with the same RAID level and configure hat spare physical disks in e

% Configure Hot Spares
Configure global hot spares as an added measure of pratection for data. & hot spare physical disk will automatic
group if the physical disk fails.

t—EiI Create Dizk Groups and Yirtual Dizks
Use this task to create a disk group, which iz a grouping of physical disks into one |ogical storage entity using a
the overall capacity of the disk group by cresting one of more virtual disks, which are the data containers that

3. Choose [Disk group] and click [Next].
4. Choose the desire RAID level and number of disk.
5. After that, partition the disk group into virtual disks.

The following settings are used in the Active/Active Two-Node Failover
Cluster in our example:

Virtual Disk | Disk Group RAID Level Size Host Group
Virtual Disk A | Disk 0 — 2 RAIDS 1.8TB Host Group 1
Virtual Disk B | Disk 3 -5 RAID5 1.8TB Host Group 1
Virtual Disk C | Disk 6 — 7 RAID1 2GB Host Group 1
Note:

Not all available space has to be used.
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Mapping virtual disk to Host Group
Each cluster Node connected to MD3000 is seen as a Host, in order for a Host
to access a virtual disk, we need to explicitly map the disk to the Host.

1. Create host group by selecting [Create Host Group] option under
[Configure] tab, enter a name (e.g. Host Group 1), add both cluster
Node 1 and Node 2 into the Host Group and then click [OK].

2. Select [Create Host-to-Virtual Disk Mappings] option under [Configure]
tab, select [Host Group 1] and map Virtual Disk A, B and C to it.

Now all Virtual Disks are mapped to Hosts in Host Group 1, so that both
cluster nodes are able to access these virtual disks.

5.2 Failover cluster configuration
This section provides guidance to setup the cluster using Conga.

Step 1 — Preparing cluster nodes for Conga

Before doing this step, please make sure that the [RHEL Clustering] and
[RHEL Cluster-Storage] module are enabled in the corresponding system
profile on RedHat Network Portal.

At each cluster node, update ricci, ricci is the client agent of Conga, it
broadcast node information to luci, installed at the management Node.

| [root] # yum update ricci

Configure ricci to start on boot:

‘ [root] # chkconfig ricci on

Start ricci service:

\ [root] # service ricci start

Execute the following commands on the management node to install Conga
server luci:

| [root] # yum update luci

Note:

The luci can be configured on any node (including the cluster node).

In production environment, it is highly recommended to install luci on a
dedicated management node that is not part of the cluster. However, for
testing purpose, it is setup on one of the cluster node in the example.
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Initialize the luci server and assign the admin password:

| [root] # luci_admin init

root@HAL:/dev

Fle Edit Wiew Terminal Tabs Help
[root@HAL dev]# luci admin init

Initializing the luci server
Creating the 'admin' user

Enter password:
Confirm password:

Please walt...

The admin password has been successfully set.
Generating 55L certificates...

The luci server has been successfully initialized

You must restart the luci server for changes to take effect.

Run "service luci restart” to do so

[root@HAT dev]# ] k!

Configure luci to start on boot:

| [root] # chkconfig luci on

Start the luci service:

[root] # service luci start
Starting luci: Generating https SSL certificates.. done [ OK ]

Point your web browser to https://management.example.com:8084
to access luci

Please use this url to connect to luci server:
https://<management_node_hostname_or_IP>:8084

Turn on cluster locking on both nodes:

| [root] # lvmconf --enable-cluster
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Step 2 — Creating the cluster with Conga

1. Connect to luci server with any browser. The following page should be

shown:
'* CLUSTER AND
Q redhat
help  log in
Please log in

To access this part of the site, yvou need to log in with your user name and password.,

Account details

Login Name
Login names are case sensitive, make sure the caps lock key is not enabled.

admin

Password
Case sensitive, make sure caps lock is not enabled.

lag in

Please log out or exit your browser when you're done.

2. Login to luci with admin, click on the [Cluster] tab. Then click [Create a
New Cluster], enter the cluster information. E.g. Cluster name and node

information.

@ rednat SaSLuster ano

hormebase cluster storage

help  log out
clusters Create a new cluster
Cluster List
uster b Cluster Name |gacluster

Create a Mew
Cluster Node Hostname Root Password Key ID
Configure DT v T B

T A ) oo K= B

=] B

Add a cluster node

(& Download packages
O Use locally installed packages.

Enable Shared Storage Support

[] Reboot nodes before joining cluster

[ check if node passwords are identical,
Wiew SSL cert fingerprints

Submit

3. After the cluster is created, you will be redirected to the [General] tab of
the cluster.
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@ rednat igtusTer ano

hormebase cluster storage
help  log out
alosiizrs HACluster
Cluster List

General | | Fence | | Multicast | | Quorum Partition
Create a Mew

Cluster
Configure General Properties
HaCluster Cluster Mame HiCluster
Configuration Yersion 1
hacluster .

p Show advanced cluster properties

Modes

) Apply
Services
Resources

Failover Domains

Shared Fence
Devices

4. Start running the cluster manager (CMAN) by using:

| [root] # service cman start
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Step 3 — Configuring cluster storage with Conga

Please ensure that the multi-path drivers are installed before continuing. The
followings steps are required to perform on one of the cluster nodes only.
This is because the all the nodes have access to the same virtual disk.

1. Click on the Storage tab on luci, the cluster nodes should be listed under
“System List”, shown as below.

Q redhat ¥

hornebase cluster storage
help  log out
storags Welcome to the Storage Configuration Interface
Systemn List
10.4.0.4

Storage Configuration Preferences

104.0.5 -
Display Sizes in | GB - Gigabytes |+

You are authorized to administer the systems in the list to the left
Please select one to administer

All systems are up and running

The Conga Cluster and Storage Management System is Copyright @ 2000-2008 Red Hat, Inc.
Distributed under the GHU GPL license,

2. In the “System List” section, select a Node. The hard drives that are
visible to that Node will be displayed. Check the configuration on all
nodes and ensure that they have the same view of storage. If this is not
the case, please click the [Reprobe Storage] button. If this does not fix
the issue, it is advised to revise the steps in Operating System and
storage Configuration.

Q redhat

homebase cluster storage

help  log out

storage 10.4.0.5

Systemn List
Wiew recent log activity

104.0.5 Hard Drives

B sda 931.0 GB, SCSI ID = 36a4badb052f04800140a46f506d00de0

p sdb 2.0 GB, SCSI ID = 36a4badb000419ac9000005c64ccEbfd?

p 5dc1.81 TB, SCSI ID = 36a4badb0005108530000087d4co8cz201
sd

Hard Drives

Fartition Tables

d1.81 TB, SCSI ID = 36a4badb000419ac3000008ch4ccoiss

Volurme Groups
o >

Partition Tables
p sda

Volume Groups
B WolGroupdd

Reprobe Storage
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3. To partition the shared storage, select a node from “System List”, then
click on [Partition Tables]. Select [New Partition Table].

__
@ rednat = cLusTeR AND
homebase cluster storage
help  log out
storage 10.4.0.5
Systemn List

Creating New Partition Table

Select 1 Disk

104.0.5

Hard Drives
[ /sdewssdb (2.0 GB - Hard Drive)

Partition Tables
— Label rmsdos | v | - i
Mew Partition ] fdewssdc (1,81 TB - Hard Drive)

Tahble [0 /dew/sdd (1.81 TB - Hard Drive)

sda

Wolume Groups
Reset | | Create

Reprobe Storage

In the Label field, select “msdos” option, then check the box of your
virtual disk and click the [Create] button.

4. Click on the [Unused Space], leave the [Content] field as Empty and
then click the [Create] button.
10.4.0.5

Partition Table sdc
Graphical WYiew (Uncheck if volumesz are too small to select)

Pheyeical Patitione:

Click cylinders to wiewr properties  1meelect all to visar Partition Table's properties

Unused Space - Creating New Partition
Size 1862.02 (0.00 - 1862.02) GB Content [, ™

Partition Type | primary V

Reset Create

5. On the left panel, click [Volume Groups] and click [New Volume Group].
Then enter a name for the volume group. (E.g. VG1) Ensure that the
[Clustered] option is set to “True”, and select the newly created data
partition at step 4 above. After that, click the [Create] button.
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q redhat GE SYSTEMS

hormebase cluster storage
help  log out
SR 10.4.0.5
Systemn List
] &
T —— Creating New Volume Group
Hard Drives |\.-'o|urna Group Mame Vel | Select 1 Physical Yolume
Partition Tables Extent Size 40ME  [v] [ /dev/sdel (1.81 TB - Partition)
Volurme Groups
|Clustared true M |
Mew Volume
Group
WalGroupdd Reszet Create

Reprobe Storage

6. After Volume group has been created, click on [New Logical Volume]
located at bottom. Enter a Logical Volume Name (E.g. LV1), choose
“Linux Extended FS” for the [Content] field, please leave [List in
/etc/fstab] option as “false”, and click the [Create] button.

10.4.0.5

Volume Group VG1
Graphical View {Uncheck if volumes are too small to select)

Logicy] Wohmes :

=
Click cylinders to wiew properties , mmselect all to viewr Yobnne Group's properties

== Unused Space - Creating New Logical Volume

Content || iy Extended FS M |

Label O0ESEL
- Block Size 4.0 KB [L]
Logical Valurne vl
Marne
List in fetc/fstab false M
Yolume Group WE1
MName Mountable true
Size 1862.01 (0.00- Mountpoint
1862.01) GB
Clustered true Mount false M

Journaling Enabled - ext3  |true M

Use Hashed Binary Trees | true M

Reset | | Create

Reprobe Storage
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Note:
It is required to restart the cluster lIvm daemon on all nodes. Run the
following command to restart the daemon:

\ [root] # service clvmd restart

7. Repeat the above steps for all volumes you wish to create, except for
the quorum partition which will be cover in the next section. Below
shows the resultants view after all volumes described in the scenario
Section are created.

Q redhat

homebase cluster storage

help  log out

storage 10.4.0.5

Systemn List
Miew recent log activity

104.0.5 Hard Drives

p sds 931.0 GB, SCSI ID = 36a4badb0S2f04500140a46f806d00de0
p sdb 2.0 GB, SCSI ID = 36a4badb000419ac9000008c64coabfd7

p sdc1.81TB, SCSIID = 36adbadb0005108530000087d4cc8c201
S (SR p sdd 1.81 TB, SCSI ID = 36a4badb000419ac9000008chdccBelss3

Partition Tables
p sda

Hard Drives

Fartition Tables

P sdc

=N

P sd

Volume Groups

B VolGroupdd

Reprobe Storage

Note:

If error occurs when trying to create a volume group or logical volume.
Please go to the [Storage] = [<Node>] and verify if the storage settings are
the same. If not, please do one of the followings:

* Go to [storage] = [<node>] and click the [Reprobe Storage] button on
all nodes.

* SSH to the nodes and use the following command:

[root]# partprobe

[root]# service clvmd stop

[root]# service clvmd start
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Step 4 — Configuring the guorum partition

Every Node has its own Cluster Manager (CMAN) that keeps track of cluster
qguorum by monitoring the count of cluster nodes. If more than half the nodes
are active (n/2 + 1), the cluster has quorum. However in a two node cluster
this algorithm will still results in 2, meaning that at least 2 nodes must be
running in order for the cluster to be establish a quorum, which is against the
initiative for high availability.

Therefore for a 2 node cluster, a quorum partition is required. A quorum
partition is a small disk partition shared across the cluster; it adds an extra
vote towards the cluster resulting in a total vote of 3. In that case, the
cluster can establish a quorum when ever 2 out of 3 votes are acquired.
Hence even if one node is down, the cluster still remains.

A small shared partition is required to create a quorum. In this example, a
2GB virtual disk, /dev/sdb, is used. To create a quorum using Conga, please
follow the steps below:

Note:

A raw partition of 10MB is the recommended size

1. In the [storage] Tab of luci, select a node from “System List”, then click
on [Partition Tables]. Select [New Partition Table].

Q redhat

hormmebase cluster storage

help  log out

storage 10.4.0.5

Systemn List

Creating New Partition Table

10.4.0.5
Select 1 Disk

Label rsdos [v] | /dev/sdb (2.0 GB - Hard Drive)

Hard Drives

Fartition Tables

Mew Partition
Tahble

sda Reset Create
sdo

cdd Reprobe Storage

Volume Groups

In the [Label] field, select “msdos” option, then check the box of your
virtual disk and click the [Create] button.
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2. Click on the [Unused Space] tab, leave the [Content] field as Empty and
then click the [Create] button.

& redhat ¥
homehase cluster storage
help  log out
storage 10.4.0.5
System
List Partition Table sdb

Graphical View (Uncheck if volumes are too small to select)

104.0.5
Thepeigal Pativioe:

Hard
Drives

Partition

Tables
sda
sdb

f Click cylinders to view properties, wnselect all to viev Patition. Table's propeties

sdo

sdd
valume Unused Space - Creating New Partition

Groups
Size 2.0 (0.00-2.0) GB Content Empty

Partition Type | primary  |¥

Reset | | Create

3. Use the mkqdisk command to create the quorum partition, this is only
need to run on one of the cluster nodes.

Your partition path | abel for quorum

ed [MN/v] ? ¥

Initiaslizing for node 1

4. To confirm that the quorum partition has been created, please run this
command on both nodes:

| [root]# mkqdisk —L

If the quorum partition is not visible on a node, please run the following
command:

| [root]# partprobe
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Configure the quorum partition using conga.

9 redhat

homebase cluster storage

help  log out

clusters HACluster
Cluster List

General | | Fence | | Multicast | | Guorum Partition
Create a Mew

Cluster
Configure Quorum Partition Configuration
(Do not use 3 Quorum Partition

(® Use a Quorum Partition

HAC|uster

hacluster

Interval 3
Modes
Votes 1
Services
Resources e 28
Failover Domains Minimum Score 1
Shared Fence .
- @ Label ha_qdisk

() Device (deprecated)

Heuristics

Path to Program Interval Score

Add another heuristic

Apply

The values of [Interval] and [TKO] were chosen to allow time for the

multi-path failover, for more information on configuring the quorum
partition, please read the manual of gdisk:

| [root] # man qdisk

Start quorum disk daemon with command:

\ [root] # service qdiskd start

Go back to the [Cluster] page, the [Total Cluster Votes] and [minimum

Required Quorum] should be updated:

Q redhat

harnebase cluster storage
help  log out
clusters Choose a cluster to administer
Cluster List Cluster Name: HAC uster Restart this clustar v Ga

Create a Mew

cluster = Status: Quorate

Canfigure | = Total Cluster Votes: 3 |

| = Minimum Required Quorum: 2|

Nodes Services
¥ 10404 = Mo Services Defined
10405

Ahsay Systems Corporation Limited

61



A H ™ Ahsay Offsite Backup Server
High Availability Option Setup Guide

6. Configuring Heuristic setting:

In a two-node cluster, a special occasion needs to be considered. When
the network between the two nodes failed, both nodes will lose
communication with each other but at the same time stayed connected
with the quorum disk, hence CMAN in both nodes believes the other
node has failed and tried to fence the other node from the cluster.

To avoid this situation, a heuristic can be added to evaluates a node’s
network connectively and remove itself form the cluster if its network
fails, the typical heuristic would be to ping the network router.

Heuristics
Path to Program Interval Score
ping -c3 -t2 192.165.5.14 2 1 5=

Add another heuristic
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Step 5 — General cluster configuration

To ensure smooth failover, some of the default parameters need to be
modified. We need to define a quorum_dev_poll that is larger than the gdisk
timeout defined in the previous step (Interval * TKO). The quorum_dev_poll
is the maximum time (in milliseconds) that CMAN would allow qdisk to not

communicate before declaring it to be dead.

On one of the cluster node:

1. Go to the /etc/cluster/ directory and modify cluster.conf.

2. Add the following to the cman tab:

<cman quorum_dev_pol1="100000">

3. Increment the config_version under the [cluster] tab by 1

4. Save changes, then deploy the updated cluster.conf with the command:

\ [root] # ccs_tool update /Zetc/cluster/cluster.conf

In addition, the maximum time CMAN allows a node to be under votes
before losing quorum should be defined to be greater than the
quorum_dev_poll, this can be done with conga:

5. Select the cluster in luci, on the [General] tab; click the arrows beside
“Show advanced cluster properties”. Configure it as shown below and

click the [Apply] button.

General | | Fence | | Multicast| | Quorurm Partition

General Properties

Cluster Name HAClusterl

Configuration Yersion 3

¥ Hide advanced cluster properties

Token Timeout {ms)

Murnber of token retransmits before loss

Join Timeout (ms)

Consensus Timeout (ms)

Apply

This will give the CMAN enough buffering time in the event of failover.
For more information on cluster parameter setting, please refer to the

link below:

https://access.redhat.com/kb/docs/DOC-2882
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6. Configure all necessary daemon to start on boot

[root] # chkconfig qdiskd on
[root] # chkconfig clvmd on
[root] # chkconfig cman on
[root] # chkconfig rgmanager on

Step 6 — Setup fencing device (Recommended)

Fencing is the disconnection of a node from the cluster’s shared storage.
Fencing cuts off 1/0 from the shared storage, thus ensuring data integrity.

The Red Hat Cluster Suite provides a variety of fencing methods, for this
example, Dell’'s iDRACG6 enterprise is used as the fencing device, which is
capable of powering off inoperable nodes.

Please repeat these steps on every node to add a fencing device:

1. Go to the “Nodes” pages under cluster tab, select a Node.

2. Under Main Fencing method, click on [Add a fence device to this level].

3. Select the fencing device from the list and enter appropriate information.

Main Fencing Method

Fence Type IPMI Lan
Marne NodelDRAC
IP Address 172.16.0.1
Lagin root
Passwaord ~ seesss

Password Script
{optional)

Authentication Type
Use Lanplus F]

Remove this device | | Add an instance

Add 3 fence device to this level

Update main fence properties

4. Click Update main fence properties to complete the setup

To test the fencing mechanism, invoke:

[root] # fence _node {fully qualified hostname or ip address
of <Node> }

If successful, the Node is expected to reboot.
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5.3 Setup first AhsayOBS instance in Linux Platform

To install and setup the first AhsayOBS instance in the cluster, please follow
the instructions listed below:

1. If there is an existing version of AhsayOBS running, stop AhsayOBS and
rename the %0OBSR_HOME% to %OBSR_HOME_BAK%.

2.  On one of the cluster node (e.g. Nodel), mount one of the partition to a
specify mount point. In this example, /dev/VG1/LV1, will be mounted to
/mnt/mountl.

3. Install/Upgrade AhsayOBS. For further details, please refer to the
AhsayOBS and AhsayRPS Setup Guide.

4. Stop AhsayOBS service with the command:

| [root] # service obsr stop

5. Disable obsr service for automatic startup with the command:

| [root] # chkconfig obsr off

6. Rename the script /etc/init.d/obsr with a non-default unique service
name. e.g. /etc/init.d/obsrl

7. Modify the renamed script as specify in Appendix B.

8. Deploy the script to the /etc/init.d directory of the other node, ensure
the permission of the script is 755.

9.  Edit startup shell scripts (startup.sh):
i. Open the startup.sh file under %OBSR_HOME%/bin

ii. Under CATALINA_PID, change “/var/run/obsr.pid” to “/var/run/<
Service name=>.pid”. E.g. /var/run/obsrl.pid

iii. Under CATALINA_OPTS, change the “-Xmx” option to a larger value.
This option stands for the maximum amount of memory that
AhsayOBS can used. E.g. 2G

For 32-bit java, the maximum —Xmx settings is between 1.3-1.6G.
This limitation is removed for 64-bit java. If you plan to support a
lot of users (greater than 1000) on your system, please consider
using the 64-bit java on 64-bit hardware and increase this value
appropriately. Assume that each user requires 1MB plus a 50% total
buffer.

If you receive any “Out of Memory” error for Java, you need to
increase this setting.
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10. Edit shutdown shell scripts (shutdown.sh):
i. Open the shutdown.sh file under %OBSR_HOME%/bin

ii. Under CATALINA_PID, change “/var/run/obsr.pid” to “/var/run/<
Service name=>.pid”. E.g. /var/run/obsrl.pid

11. Validate server.xml:

i. Open the server.xml file under %0BS_HOME%/conf using a text
editor.

ii. Under the Connector tag for HTTP and HTTPS, make sure that the
“port” is set properly and “address” is set to “0.0.0.0”.

<?xml version="1.0" encoding=""1S0-8859-1"7>
<Server port="8014" shutdown=""SHUTDOWN"'>

<Service name=""Tomcat-Standalone'>

<I-- Define a non-SSL HTTP/1.1 Connector on port
8080 -->

<Connector address="0.0.0.0" port="80"
maxHttpHeaderSize="8192" socketBuffer="8192"
maxThreads="3000" minSpareThreads="10"
maxSpareThreads="50" maxKeepAliveRequests=""100
enablelLookups=""false" redirectPort="443"
acceptCount=""200" connectionTimeout=""60000"
disableUploadTimeout=""true" URIEncoding="utf-8"/>

<l-- Define a SSL HTTP/1.1 Connector on port 8443 --
>

<Connector address="0.0.0.0" port="443"
maxHttpHeaderSize=""8192" socketBuffer="8192"
maxThreads="3000" minSpareThreads="10"
maxSpareThreads="50" maxKeepAliveRequests=""100"
enablelLookups=""false" redirectPort="80"
acceptCount="200" connectionTimeout="60000"
disableUploadTimeout="true" URIEncoding=""utf-8"
scheme="https" secure=""true"
keystoreFile="conf/keystore' keystorePass="changeit"
clientAuth="false" SSLEnabled="true" sslProtocol="TLS"/>

<Engine name="'Standalone™ defaultHost=""localhost" >
<Host name=""localhost' appBase="webapps"
unpackWARs=""true" autoDeploy="false" liveDeploy="false">
<Valve
className=""org.apache.catalina.valves.AccesslLogValve"
directory="logs" prefix=""access_log." suffix="_log"
pattern="common'/>
</Host>
</Engine>

Ahsay Systems Corporation Limited 66



A H ™ Ahsay Offsite Backup Server
High Availability Option Setup Guide

</Service>

</Server>

12. On the Node where the installation was done, invoke the following
command to start AhsayOBS service:

\ [root] # service <Service Name> start

13. Validates AhsayOBS by logging on to it as Administrator using a web
browser, e.g. http://10.4.0.4 or http://10.4.0.4:80.

Important:
Please do not activate your AhsayOBS license at this stage.
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5.4 Configure AhsayOBS as a high availability service

Stepl — Configure AhsayOBS

In order to use the failover ability of the cluster with AhsayOBS service, it can
be done by creating a high availability service with Red Hat Cluster Suite with
the conga interface.

Please follow the steps below to configure a high availability service:
Note:

Assume that AhsayOBS is already installed with Nodel and the device
/dev/VG1/LV1 is mounted on Nodel

1. Stop AhsayOBS service with the command:

\ [root] # service <Service Name> stop

2. Login to luci as administrator.

@ redhat g

homebase cluster storage
help  log out

adrnin Luci Homebase

Add & System . .
i Welcome to Luci, admin,

Add an Existing

Cluster Select an action from the list on the left,

Manage Systermns

Add 5 User

The Conga Cluster and Storage Managerent System is Copyright @ 2000-2008 Red Hat, Inc.
Distributed under the GHU GPL license,

3. Click on the [cluster] tab and select the cluster, under the cluster’s
name at the left hand panel, select [Services].
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® o T

hormebase cluster starage
help  log out
clusters HACluster
Cluster List

General | |Fence | | Multicast| | Quorum Partition
Create a Mew

Cluster
Configure General Properties
HAaCluster Cluster Mame HaCluster
Configuration Yersion ]
hacluster .

» Show advanced cluster properties

Nodes

- Apply
Resources

Failaver Dormains

Shared Fence
Devices

4. From the expanded option under [Services], select [Add a service], give
it an appropriate <Service Name=> and select “relocate” for [Recovery

Policy].
’ red hat 3? LUSTER AND
K ) \GE SYSTEMS
homebase cluster storage
help  log out
clusters HACluster
Cluster List Add a Service
Create a Mew
Cluster Service name HodelOESR
Configure Automatically start this service O
Enable NFS lock workarounds il
ha_clustering Run exclusive "]
Nodes Failover Damain Mane V
Services Recovery policy Relocate "
Add a Service Mawimum number of restart failures before relocating i]
Configure a X X X
Carvice Length of time in seconds after which to forget a restart ]
Fesources
Failover Domains
Shared Fence Add a resource to this service | | Submit

Devices

The Conga Cluster and Storage Management System is Copyright @ 2000-2008 Red Hat, Inc.
Distributed under the GHU GPL license,

5. Click on [Add a resource to the service], under [Add a new local
resource], choose “File System”. Enter a Name, and the appropriate
mount point and its device. And check the [Force unmount] checkbox
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File System Resource Configuration

Marme OB3R1

File system type axtd |
Mount point Sunt mountl
Device Adew/VGL/LG1
Cptions

File system ID (optional)

Force unmaount
Feboot host node if unmount fails F]

Check file system before mounting O

Add a child Delete this resource

6. Click on [Add a resource to service] again, under [Add a new local
resource], choose “IP address”. Enter the desire IP address of the
AhsayOBS service, in this example, it is 10.4.0.7

IP Address Resource Configuration

IP address 10.4.0.7
Maonitar link  []

This resource is an independent subtree [ ]

Add a child Delete this resource

7. Click on [Add a resource to service] again, under [Add a new local
resource], choose “Script”. Enter the name of the modified obsr script

and its full path.
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Script Resource Configuration

Mame oharl
Full path to script file Jetc/init. d/fohsrl
This resource is an independent subtree []

Add a child Delete this resource

8. Finally, click the [submit] button at the bottom to add the service to the
cluster. After the service is added, it should be visible on the services

page.
homebase cluster storage
help  log out
clusters HAClusterl
Cluster List Service Name MNode1OBSR Choose a Task... v| [Go
Create a Mew Status: This service is stopped
Cluster Autostart is not enabled far this service

Configure

ha_clustering

Nodes
Services
Add a Service

Configure a
Service

Resources
Failover Domains

Shared Fence
Devices

The Conga Cluster and Storage Managerment Systern is Copyright @ 2000-2008 Red Hat, Inc.
Distributed under the GHU GPL license.

Step2 — Validate your configuration

* Validate if the high availability service is visible in the “Service” page.

* Validate if AhsayOBS service can be started from luci, this can be done
with the [Enable this service] option in the “Services” page.

* Validate the configuration by browsing the desire IP address (e.g.
http://10.4.0.7:80). This should take you to the AhsayOBS login page.

Important:
You can now activate your AhsayOBS license.
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5.5 Setup additional AhsayOBS in the cluster

The procedure in setting up additional AhsayOBS is exactly the same as
setting up the first instance, but it must satisfy the following conditions:

* The port numbers must be unique from all other AhsayOBS in the
cluster.

* The service name must be unique from all other AhsayOBS in the cluster.

* The server port must be unique from all other AhsayOBS in the cluster.

* Each virtual disk should only be associated with one instance of
AhsayOBS, as a virtual drive should only be owned by one Node at any

given time.

The steps for setting up additional AhsayOBS in the cluster are summarized
as below, where Nodel1OBSR has already been done throughout the guide.

IP HA Service | Installation Mount device Port Used
Address Name Location

10.4.0.7 NodelOBSR | /mnt/mountl/OBSR1 | /dev/VG1/LV1 80, 443 &
8014

10.4.0.8 Node20BSR | /mnt/mount2/OBSR2 | /dev/VG2/LV2 70, 8443 &
8015

Please do the followings:

1. Mount device, /dev/VG1/LV2 to /mnt/mount2.

2. Install AhsayOBS at /mnt/mount2/OBSR2.

3. Stop the obsr service and disable obsr service for automatic startup.

4. Rename the script /etc/init.d/obsr with a non-default unique service
name. e.qg. /etc/init.d/obsr2.

5. Modify the rename script as specify in Appendix A.

6. Deploy the script to the /etc/init.d directory of the other node.
7. Edit server.xml in $O0BS_HOME/conf.

8. Edit the startup and shutdown shell under $0OBS_HOME/bin.

9. Validate if it can access by go to the Administrator Login Page via web
browser. Do not update License at this stage.

10. Setup Node20BSR as a HA service with IP address being 10.4.0.8.
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11. Validate Node20BSR by invoking http://10.4.0.8:70 and activate its

license.

12. Both NodelOBSR and Node20OBSR are now running high availability in

the failover cluster.
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6 Verify AhsayOBS HA Setup on Linux

After finishing setting up the High Availability Option of AhsayOBS, you must
verify the following sections before putting the servers into a production
environment.

6.1 Cluster Failover
There are two methods to verify the failover feature of the cluster. However,
we would recommend that you should perform both tests to ensure the

cluster is working properly.

Method 1 - Manual Failover

A failover event can be simulated manually with the luci interface. Please do
the following to trigger a manual failover:

1. Login to luci as administrator
2. Click on the “Cluster” tab and select your cluster.

3. Click on one of the high availability service under the Services Label,
this will take you to the Services page.

4. On the Dropdown list that says “Choose a Task”, select “Relocate this
service to <Node Name=>=", this will simulates a service failover to
another Node.

If high availability service, NodelOBSR was running at Nodel, you can
failover the server to Node2 with luci. During the failover, the file system with
OBSR installed will unmount from Node 1 and mount to the same mount
point on Node 2, which will execute a start on the defined script.
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Method 2 — Auto Failover

To verify the failover ability of the cluster, we should also simulate the event
of a server breakdown. Please follow the instructions below, assuming
AhsayOBS is running on Nodel:

1.

2.

Logon to the Node 1.

Shutdown the Node 1 with the command:

| [root] # shutdown now -h

Login to luci as administrator.
Go to the “Services” page.
The Status of the service should be: “Running on <Node2>".

Invoke the AhsayOBS Web Admin Console, you are expected to see the
standard Administrator page again.

6.2 Other Verification Tests

After you have finished the tests mentioned above, you can verify the
AhsayOBS cluster using the AhsayOBM/AhsayACB as you would normally.

Check that AhsayOBM and AhsayACB can backup and restore.

Check web restore applet.

Check whether your branding is correct.

Check that the email reports for admin and users are correct.

Check whether data integrity could remain when backup is interrupted
by server restarts and temporarily network disconnection.

6.3 Troubleshooting

If there is any issue occurs for the cluster setup, it is advised to check the log
located in /var/log/messages or use the clustate command to check the
cluster status.
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6.4 Additional Information

To start up all cluster related services manually, please perform that in this

order:

1. cman
2. clvmd
3. qdiskd

4. rgmanager

To shutdown all cluster related services manually, please perform that in this
order:

1. rgmanager

2. qdiskd
3. clvmd
4, cman
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7 Server Tuning Recommendations

The performance of AhsayOBS is largely dependent on the computer
hardware and operating system installed. Running AhsayOBS with default
operating system configuration would produce very good performance
throughput. If you would like to fine tune your operating system settings for
better performance, please study the suggestions in this chapter.

WARNING:
Please ensure that you understand what you are doing before making
any changes to your operating system.

The three major areas of bottleneck affecting the performance and scalability
of AhsayOBS are memory, hard disks and network bandwidth.

As with all configuration changes, you must implement the following
suggestions one at a time to determine the performance improvements
gained. If system performance decreases after making a change, revert back
to the original setting.

Memory

Generally, the more memory the server has, the less chance that the
operating system needs to swap memory to the disks. Memory swapping to
disk is very resource intensive and degrades the performance considerably.

AhsayOBS uses memory for each client connection. The memory required for
each connection varies based on the complexity of the backup sets, e.g. the
number of files in a single folder. In our experience, each client connection on
average consumes approximately 1MB of memory. Therefore, please ensure
that there is enough physical memory installed in your servers to support the
operating system and the number of simultaneous AhsayOBS client
connections that you expect to handle.

On top of this, it is recommended to remove any unused operating system
services to free up more memory and CPU resources.
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Hard Disks

The performance of AhsayOBS is extremely dependent on disk 1/0. Generally,
the faster the disk 1/0 means the faster AhsayOBS backup/restore operations,
and hence, the support of a larger number of simultaneous client connections.

Below are some suggestions to achieve the best 1/0 performance:

* Use the best hardware available, e.g. 15K rpm SAS Disks.

* Use hardware RAID solutions and avoid using any software-based RAID
solutions.

* Consult your hardware provider for advice and best practices for
achieving optimum 1/0.

Network Bandwidth

Generally, the faster the network connection speed means that backups and
restores are faster. In order to maximize the network bandwidth, it is
recommended to use Gigabit Ethernet (1000BaseT) NICs and switches. Also,
please remember to configure your NICs to operate at the best speed and
duplex levels, e.g. hardcode the same speed and duplex settings on the
corresponding ports of the network access switch. Do not rely on the [auto-
detect] setting.

Besides of this, since majority of operating system are usually tuned for local
area network (LAN) access instead of internet access, it is advised to tune the
server TCP/IP settings to gain some performance improvement.
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8 Upgrade AhsayOBS

8.1 Windows environment
To upgrade the AhsayOBS application, please stop the AhsayOBS service
from the Failover Cluster Management Window instead of the Service.msc

console.

Stop AhsayOBS Generic Service

1. Go to [Failover Cluster Management]

2. Select your cluster from left hand menu

3. Expand the tree, under the [Services and applications], select the generic
service

4. Right click on it and select "Take this service or application offline" to stop
the service.

EE Failover Cluster Manager =]

File  Action Wiew Help

e A=l ol 7 1[H]

== Fai i
= !:fi_!lover Cluster Manager ga-cluste Recent Cluster Events: it I Qe
[=] 4] ga-cluster.ga-ha.local
= ﬁ Services and applications -+ Summary of ga-cluste —_— ; - _— -
. F Mng bhis serwice or application online g Bring this service or application criine
B Nﬂodes heof Take this service or application offline Li Take this service or application offline
qa-hv-fi . " — .
= » .
_‘_J QA-HA-l Move this service or application to another node Auto Start: Yes m Mave this servics or application to an... P
- Cluster Sh )
=] St;jaegre 3l Manage shares and storage Sl Manage shares and storage
)
=5 Metworks Add a shared falder E‘J Add a shared Folder
2| Cluster Evel - f B 5
Shaw the critical events For this application Show the critical events Far this appli...

Add storage Eue | & Add skorage
Add a resource r -
?]' &dd a resource »
Disable auto start Oriline (&) Disable auto start
Show Dependency Report Oriline =2 show Dependency Repart
Wiew L4 View S
Delete Orline K Delete
Rename
Pefieal @ Renarme
Properties Orline Q] Refresh
Help D Properties
E Help
‘ | i

|This action takes the service or application offline. Moke that it may take time For the service or application to go completely offline. | |

However, by doing this the Shared Cluster Disk of the AhsayOBS service will
also go offline. Therefore, we need to bring back the storage online only by
following steps:

1. Go to [Failover Cluster Management]
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2. Select your cluster from left hand menu
3. Expand the tree, under the [Services and applications], select the generic

service

4. Select the generic service.

5.
online"

In the middle menu, right click the disk, and click "Bring this resource

6. After the disk is online, it is available to one of the cluster machine.

EE Failover Cluster Manager

File Action ‘Wiew Help

[=] E3 |

Lo A=l all ¢ N[5

i’h Failover Cluster Manager
= f;J qga-cluster.qa-ha.local
= ﬁ Services and applications
[ ga-cluste
= _:ﬁ MNodes
o ga-hre-fe-node-1
j QA-HY-FC-NODE-2
L Cluster Shared Wolumes
—u Storage

3 Networks
#4| Cluster Events

%)

ga-cluste

Summary of ga-cluste

Status: Offline

Alerts: <none>

Prefemed Owners: <none>
Current Owner: ga-he-fc-node-1

Recent Cluster Events: £t

Auto Start: Yes

Kl

Mame | Status
Server Name
=1 08 Name: ga-cluste (®) Dffiire

% IP Address: 10.10.4.29  (8) Offline

Dizk Drives

Bring this resource online
Take Ehis resource offfine

Other Resc

4 0BS ol Change drive [etter
13

Remove fram ga-cluste

Show the critical events For this resource

Show Dependency Report

Mare Actions. ..

Propetrties

|

|This action brings the resource online.

Help

2

I Actions

L& Bring this service or application on. ..

[ Take this service or application of .

ﬁ Mowe this service or application to... Pk

"
&

="

Manage shares and storage
&dd a shared folder

Show the critical events for this a...

Add storage

| Add aresource »
) Disable auto start

Show Dependency Repork

Yiew »
{ Delete

Rename

) Refresh

D Properties

E Help
—
ﬂ Bring this resource online

ﬂ Take this resource offline

[

After the disk is online, perform the upgrade on AhsayOBS.

Start AhsayOBS Generic Service

1. Go to [Failover Cluster Management]
2. Select your cluster from left hand menu
3. Expand the tree, under the [Services and applications], select the generic

service.

4. Right click on it and select "Bring this service or application online™ to start

up the service.
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File

EE Failover Cluster Manager

Action  Yiew Help

[=] B3

e A= sl 7 5

3_25 Failower Cluster Manager
= f:ﬂ qga-cluster.ga-ha.local
B ﬁ Services and applications

=5 Mebwarks
i) Cluster Eve

ga-cluste

o jon online
E L5 Modes
= EI qa-hv- Take this service ar application offline
EI QA-HY IMowe this service or application ko another node
5_—:’" Cluster Sh Manage shares and storage
—u Storage

Add a shared folder

Show the critical events for this application

Add storage
Add a resource

Summary of ga-cluste

Recent Cluster Events: 4

Auto Start: Yes

Disable auto start

Show Dependency Report

Wigw

Delete
Rename
Refresh

Properties

Help

4

tatus

) Oiffline
) Offline

) Orline

) Qifflire

| 0

| Actions

5 Bring this service or application online

% Take this service or application offline

Mowe this service or application to an... »
Manage shares and storage

Add a shared folder

Shaow the critical events for this appli,..
Add storage

Add a resource »

) Disable auto start

Show Dependency Report

Wiew »
Delete

Rename

Refresh

Properties

Help

|This action brings the service or application online. Mate that it may take time For the service or application to come completely online|

Note:
Sometimes, there is a java.exe process leaves behind on the machine after
shutting down the generic service. User may require to kill the java process
manually.

iElwindows Task Manager

File

Cptions  MWiew  Help

M= E3

..D.pplicaticuns Processes IServices I Performance I Netwurkingl Lsers I

[ show processes from all users

End Process |

Irmage Mame * | PID | ser Mame | CPU | Memary [, .. | il
dihost, exe 1220 SYSTEM al] 3,792k
dns.exe 1600 SYSTEM al] 155,685 K
dwarmn, exe 3096 Administ,., 00 1,404 K
explorer, exe 3954 Administ,., 00 13,972 K
ISMSery . exe 1644 SYSTEM oo 2,060 K

: 4
lsass, exe 245 S¥3TEM oo 22,536 K
lsm. exe 556 SYSTEM al] 2,360k
Microsoft, ActiveDirectory,.,, 1420 SYSTEM oo 15,920 K
TG, B 1545 Administ,., 00 16,344 K
ARG B 2176 Administ,., 00 16,465 K
msdtc.exe 1476 METW, .. oa 3,204 K
rdpdlip.exe 3120 Administ... 00 2,216 K
ths.exe G36 SYSTEM al] 3,248 K
rhls.exe 1700 SYSTEM al] 5,340k T
4 3

|Pru:u:esses: 53

|cPU Usage: 0%

|thsiu:a| Memary: 27 %
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. Dell PowerVault MD3000 with Windows Server® Failover Clusters
Hardware Guide, available at:

http://docs.us.dell.com/support/edocs/systems/clusters/se600w/en/Har
dware |IT/pdf/it_en.zip

¢ Dell PowerVault MD3000 with Windows Server® Failover Clusters
Software Guide, available at:

http://docs.us.dell.com/support/edocs/systems/clusters/se600w/en/Soft
ware_it/Win08/pdf/swit_doc.zip

* Microsoft Quorum configuration in a failover cluster for Windows 2008,
available at:

http://technet.microsoft.com/en-us/library/cc770620(WS.10).aspx
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Appendix A Product Documentations
Please visit this link for the documentations of Ahsay Products.
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Appendix B Sample Script for AhsayOBS HA on Linux

Modify obsr script to run high availability, suppose the unique service name is
obsrl.

#!1/bin/bash

#H

# obs: Startup AhsayOBS and AhsayRPS (Ahsay Offsite Backup Server and
Replication Server)

#H

# chkconfig: 2345 95 95

H

# description: Running AhsayOBS and AhsayRPS on system startup

#H

H

# [Ahsay Offsite Backup Server and Replication Server] (version 6.0.3.1)

# Source function library
. /etc/init.d/functions

OBSR_HOME=/mnt/mountl/OBSR1 < This is your OBS_HOME
OBSR_USER=root
OBSR_PIDFILE=/var/run/obsrl.pid € This will be your service name

export OBSR_HOME OBSR_USER OBSR_PIDFILE
RETVAL=0

case "$1" in
start)
echo "
echo "Starting up [ Ahsay Offsite Backup Server and Replication Server ]"
if [ root = ${OBSR_USER} ];
then
/bin/sh ${OBSR_HOME}/bin/startup.sh
else
su ${OBSR_USER} -c "/bin/sh ${OBSR_HOME}/bin/startup.sh”
fi

sleep 5
echo "[ Ahsay Offsite Backup Server and Replication Server ] is running"

stop)
echo "™
echo "Shutting down [ Ahsay Offsite Backup Server and Replication Server ]"
if [ root = ${OBSR_USER} ] ;
then
/bin/sh ${OBSR_HOME}/bin/shutdown.sh
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else
su ${OBSR_USER} -c "/bin/sh ${OBSR_HOME}/bin/shutdown.sh"
fi

sleep 5
echo "[ Ahsay Offsite Backup Server and Replication Server ] is stopped”
status)
echo "
OBSR_NAME=$0
if [ -f ${OBSR_PIDFILE} ]; then
status -p ${OBSR_PIDFILE} ${OBSR_NAME}
else
status ${OBSR_NAME}
fi
RETVAL=$?

*)
echo $"usage: $0 {start|stop|status}";;

esac

exit SRETVAL € Replaced exit 1
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